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Abstract

Machine Translation is a task of automatic translation a text from one natural
language to another. Even after more than 60 years of research, Machine
Translation is still an open problem. Work for the development of Machine
Translation systems for Indian languages is still in infancy. This research work
is an attempt to develop a Machine Translation system from Hindi to Punjabi
language. A number of Machine Translation systems have already been
developed though their accuracy needs to be improved. Machine Translation
is not a trivial task by nature of translation process itself. But Machine
Translation of closely related languages eases the task. We call a language
pair to be closely related if the languages have the grammar that is close in
structure, contain similar constructs having almost same semantics, and
share a great deal of lexicon. By closely related languages, we also mean
inClectively and morphosyntactically similar languages. Some linguist define
closeness between the languages on the basis of features viz. common root,
similar alphabets, similar verb patterns, structural similarity, similar grammar,
similar religio-cultural and demograpohic contexts and references, a similar
clearly displayed ability to blend with foreign tongues . Generally, such
languages have originated from the same source and spoken in the areas in
close proximity. Hindi and Punjabi belong to same sub group of the Indo
European family, thus are sibling languages. It has been analysed that Hindi
and Punjabi languages share all features of closely related languages. For

such closely related sibling languages, effective word for word translation can
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be achieved (Hajic et al., 2000) [90]. Thus for our system, Direct Machine
Translation approach which seems promising approach has been used.

The challenges in deleveloping Hindi to Punjabi Machine Translation system
lie with major problems mainly related to the non-availability of lexical
resources, spelling variations, word sense disambiguation, transliteration,

named entity recognition and collocations.

This research work addresses the problems in the various stages of the
development of a complete Hindi to Punjabi Machine Translation system and

discusses potential solutions. The thesis has been divided into eight chapters.

The first chapter of the thesis introduces general concept of Machine
Translation, various approaches to Machine Translation systems and key
activities involved in Machine Translation. It also provides a formal description
about the research question undertaken for this study. The objectives, need,
and scope of the study have also been discussed. Then some of the key
application areas of Machine Translation system are explored. Afterwards, the
approach followed along with the reasons behind its selection to solve this
research problem has been explained in brief. An overview of the design of
the Machine Translation system undertaken to develop in this research work
is provided later. The chapter concludes by presenting major contributions of
this research work and an outline of the study.

Chapter 2 discusses the existing work in the field of Machine Translation in
India and outside India. This chapter on literature survey forms the basis of

our work on developing the Machine Translation system and later on helps us
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in comparing our work with the existing state of the art in Machine Translation
system.

Chapter 3 explains and compares Hindi and Punjabi languages with respect
to orthography, grammar, and Machine Translation.

Chapter 4 and 5 provide the design and implementation details of various
activities involved in the Machine Translation system. Chapter 4 describes the
system architecture and preprocessing stage. The chapter starts with the
choice of approach and discusses the motivation behind its selection. Then
the required resources are discussed followed by description of system
architecture. The details of preprocessing phase which involves text
normalization, Identifying Collocations, Identifying Proper Nouns are
discussed. Then tokenization process is explained. The details of the
translation system involving the identifying titles, identifying surnames, lexicon
lookup, word sense disambiguation module, transliteration module and post
processing modules are discussed in Chapter 5.

Chapter 6 describes the post processing stage of the system. Chapter 7
provides the evaluation of the system and its results. Chapter 8 concludes this
thesis by providing a summary of the research work undertaken, contributions
of this research work, limitations, and some directions in which this work could
be extended in the future. In appendix A, the interface designed for text
translation, website translation and email translation has been discussed. Test
data set for intelligibility test and accuracy test is available in Appendix B and

C respectively. The system has been rigorously evaluated and its accuracy
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has been found to be 94% on the basis of intelligibility test and 90.84% on the

basis of accuracy test.
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Chapter 1

Introduction

The goal of automatic translation (also called Machine Translation, or MT) is
to translate text from one human language into other using computers. MT
was one of the first envisioned applications of computers back in the 1950’s.
Even after more than 60 years of research, MT is still an open problem.
Nowadays, the demand for MT is steadily growing. All over the world,
documents have to be translated into all official languages. This
multilingualism is considered a part of democracy. Also in the private sector,
there is a large demand of MT: technical manuals have to be translated into
several languages. An even large demand exists in the World Wide Web.
Thus, MT can help to reduce the language barrier and enable easier
communication. This research work is an attempt to develop a Machine
Translation system from Hindi to Punjabi Language. A number of Machine
Translation systems have already been developed though their accuracy
needs to be improved. However, there is no Hindi to Punjabi Machine
Translation system available at the present.

This chapter introduces general concept of Machine Translation, various
approaches for Machine Translation systems and key activities involved in
Machine Translation. It also provides a formal description about the research
guestion undertaken for this study. The objectives, need, and scope of the
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study have also been discussed. Then some of the key application areas of
Machine Translation system are explored. Afterwards, the approach followed
along with the reasons behind its selection to solve this research problem has
been explained in brief. An overview of the design of the Machine Translation
system undertaken to develop in this research work is provided later. The
chapter concludes by presenting major contributions of this research work and
an outline of the study. This work is based on the Devanagari and Gurmukhi
scripts. Thus, the examples given in this thesis work are in Devanagari and

Gurmukhi scripts along with their transliteration. For inline examples,

transliteration will be provided in italics e.g. 98«1l (gahna). The transliteration

provided is based on transliteration software — the GTrans, which was
developed in the Department of Computer Science, Punjabi University,

Patiala, Punjab, India.

1.1 Machine Translation

You feed a story written in Hindi into a computer system and out comes its
translation in Punjabi, Oriya, English, Tamil and other languages. It is
inexpensive, immediate and simultaneous. The language barriers melt away.
The richness of other literatures opens up to everyone. The world is
intellectually and culturally united into one. This is the dream of people
working in a fascinating area of research called Machine Translation. Thus

Machine Translation system is software designed that essentially takes a text
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in one language (called the source language), and translates it into another
language (called the target language). The source and target languages are
natural languages such as English and Hindi, as opposed to man-made
languages such as C or SQL. Translation, in its full generality, is a difficult,
fascinating, and intensively human endeavor, as rich as any other area of
human creativity. Machine Translation is an important sub-discipline of the
wider field of artificial intelligence (Al). Al (among other things) deals with
getting machines to exhibit intelligent behaviour.

Though Machine Translation has been an interesting area of research since
the invention of computers, in India it is relatively young. As a discipline it
dates back to the early 1950. The earliest efforts in research date back to late
80s and early 90s. The complexity of the problem was originally
underestimated, and some early successful demonstrations of experimental
systems led to unrealistic expectations which were hard to fulfill. This led to
some skepticism, and funding on MT work almost ceased. In the early
eighties, the Japanese Fifth Generation Computing Project revived interest in
this work and some of the prominent works in India are the projects at IIT
Kanpur, University of Hyderabad, NCST Mumbai and CDAC Pune. The
Technology Development in Indian Languages (TDIL), an initiative of the
Department of IT, Ministry of Communications and Information Technology,
Government of India, has played an instrumental role in funding these
projects. Since the mid and late 90’s, a few more projects have been

initiated—at [IT Bombay, IlIT Hyderabad, AU-KBC Centre Chennai, Jadavpur
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University Kolkata and Punjabi University Patiala. There are also a couple of
efforts from the private sector - from Super Infosoft Pvt Ltd, and more

recently, the IBM India Research Lab [1,2].

Machine Translation between closely related languages is easier than
between language pairs that are not related with each other. Having many
parts of their grammars and vocabularies in common reduces the amount of
effort needed to develop a translation system between related languages. In
this thesis, we will be discussing the Machine Translation system between

closely related languages- Hindi and Punjabi.

1.1.1 Background:

Warren Weaver, a director of the Rockefeller Foundation, received much
credit for bringing the concept of MT to the public when he published an
influential paper on using computer for translation in 1949. The early 1950s
were a period of intense research in MT in both the United States and Europe.
1952 saw the first conference on MT, but it was not until 1954 that a
translation system was demonstrated in New York. The reaction of public to
this MT system was negative because many people thought that perfect MT
was close at hand and human translators would be out of their jobs. In 1959,
IBM installed an MT system for the United States Air Force, followed by
Georgetown University installing systems at Erratum and the United States
Atomic Energy Agency. Despite some success of early MT systems, MT

research funding was on the verge of serious reduction.
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The growing dissatisfaction of research sponsors caused the United States
National Academy of Sciences to set up the Automatic Language Processing
Advisory Committee (ALPAC) in 1966. ALPAC, whose members were the
major sponsors of current MT research projects, was to evaluate the
effectiveness, costs, and potential future progress of MT. Their findings,
known as the ALPAC Report, concluded that MT was not useful and sufficient
goal. The research was rather unsatisfactory to justify further funding from the
United States government. The effects of the report rippled to cause most
private sponsors of MT projects in the United States to withdraw from future
funding. ALPAC also suggested the complete discontinuation of MT research
in the United States and the computer aids for translators should be
developed instead. So, for several years, MT research was virtually at
standstill. 1976 marked a positive turning point for MT research when the
country of Canada made public their Mateo System, which translated weather
forecasts. Later that year, the European Commission purchased SYSTRAN, a
Russian-English system. MT interest and activity has increased ever since,
and MT has been established as a legitimate field of research. In the 1980s,
MT software for personal computers appeared; the 1990s showed MT
implemented as an online service. The 2000s have shown even more
research into MT and many new, efficient hybrid algorithms.

The advent of low-cost and more powerful computers towards the end of the
20th century brought MT to the masses, as did the availability of sites on the

Internet. Much of the effort previously spent on MT research, however, has
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shifted to the development of Computer-Assisted Translation (CAT) systems,
such as translation memories, which are seen to be more successful and

profitable [3-18,21,22,23].

1.1.2 Approaches used for Machine Translation [19-22]:

There are a number of approaches used for MT. But mainly three approaches

are used. These are discussed below:

1. Rule-Based Approaches
2. Data-Driven Approaches
3. Hybrid Approaches

1.1.2.1. Rule-Based Approaches:

The current rule-based architecture of MT can be categorized into three

areas:

1. Direct MT
2. Indirect MT

3. Interlingua MT

The Machine Translation has two generations to be considered during its
development. The first generation Machine Translations are those which were
done in 1960s and are called Direct Machine Translation. They used the

direct approach of translation which was based on word-to-word and/or
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phrase to phrase translations. Simple word-to-word translation cannot resolve
the ambiguities arising in MT. A more thorough analysis of source language
text is required to produce better translation. As the major problem of the first
generation MT was the lack of linguistic information about source text,
researchers therefore moved on to finding ways to capture this information.
This gave rise to the development of the indirect MT systems which are

generally regarded as second generation MT systems.
1.1.2.1.1 Direct MT System:

The direct method, also known as the “Transformer” method was the strategy
adopted by the earliest MT systems. It is the most primitive method and uses
a one stage process in which the systems simply translate the source
language texts in to the corresponding word-to-word or phrase-to-phrase by

using the bilingual lexicon. For example - direct translation from Hindi to

Punjabi for T = ATH HI TR T el AT | (ram né shyam ko pyar sé
galé lagaya) is IH & fird & flmirg &% I& SIrfenT| (ram né shiam nam piar

nal galé lagaia). The basic characteristic for such type of translation is that it is
very simple and one needs to replace a word of source language to a word in

target language using a bilingual dictionary.

They also perform some morphological analysis before looking into the

bilingual lexicon for the root words. They will then perform the necessary
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reordering of the words as according to the target language sentence format.
The morphological processes may improve the quality of the translation but
they don’t really analyze the structure of the source language. An example of
the direct MT system is SYSTRAN. The Direct Machine Translation was the
technique developed in 1950s where the computers were in an early stage of
technical development with very less speed which resulted in long processing
time. Due to these constraints the direct MT used a very straightforward and
easy to implement approach. It supports the translation of source language
sentences to the sentences of the target language having structures similar to
the structure in the source language. As very little effort is made to
disambiguate the source language, this technique can’t translate highly
ambiguous sentences. The main problem of the direct MT approach is that it
doesn’t analyze the linguistic information or the meaning of source sentences
before performing the translation. Without this information the resulting MT
system can’t always resolve the ambiguities that arise in the source sentence
and /or during the translation. As a result, the direct MT systems can’t provide

a quality translation of the source language text.

The disadvantage of direct method is that it is unidirectional i.e. if the target is
to be translated back into the source language, a different transformer must
be used. It uses n? translation modules for translations among n languages,
thus making it exponentially large for multi-language translating. Other

problems with the direct method involves are in relation to the structure of
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sentences if these are complex. It requires complex grammatical analyses, in
the absence of which word ordering in the target language sentence can often
be wrong. So direct translation is very inaccurate for complex text, but has
been implemented successfully with a limited number of lexical entries. It is to
be noted that this direct approach is most suitable choice for language pair

that are closely related to each other.

1.1.2.1.2 Indirect MT System:

Owing to the fact that linguistic information helps an MT system to
disambiguate source language sentences and to produce better quality target
language translation, with the advance of computing technology, MT
researchers started to develop methods to capture and use the linguistic
information in the translation process. The indirect method occupies the level
above direct translation in the MT pyramid and is also known as transfer or

linguistic knowledge (LK) translation.

The transfer architecture not only translates at the lexical level, like the direct
architecture, it also translates syntactically and sometimes semantically. The
transfer method will first parse the sentence of the source language then will
apply rules that map the grammatical segments of the source sentence to a

representation in the target language. For example:
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“Children like to play cricket” will be translated in Hindi as s<d fohche Welar

TG ad o (beeé krikét khélna pasand karté haim,)

In this example Verb Phrase ‘like’ is translated into 98¢ #d (pasand karté),

Subject ‘Children’ is translated to si<d (bccé).

After syntactically and semantically analyzing the sentence, we can easily
translate a sentence even with different structures. In this approach word
reordering is also done. Suppose in English the word order in sentence is
SVO when translated into Hindi, the word order of the translated sentence will

be SOV.

The transfer approach uses n? transfer modules, n analysis components, and
n synthesis components, where n is the number of languages in the
translation system. Thus, one of its downfalls is the sheer size of the rules

needed for its implementation.

1.1.2.1.3 Interlingua MT System:

The Interlingua or pivot approach appears at the apex of the MT pyramid. The
main idea behind it is that the analysis of any language should result in a
language-independent representation. The target language is then generated

from that language-neutral representation. In a pure interlingua system there
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are no transfer rules as a representation should be common to all languages

used by the system.

This approach requires only one interlingual transfer model whereas the
transfer approach requires n? transfer modules. The interlingual approach
requires more analysis and is more abstract. It requires n analysis
components, n Interlingua converters, n generation components where n is

the number of languages in translation system.

There are few problems with the Interlingua approach. It requires an analyzer
for each source language and a generator for each target language. Analysis
of source text requires a deep semantic analysis that requires extensive word
knowledge. Unfortunately, the true meaning of the sentence cannot always be
extracted. Additionally, if a text is analyzed as deeply as is expected, then

much of the source author’s style will be lost.
1.1.2.2 Data-Driven Approach:
There are four approaches using data driven method:

1. Example Based MT
2. Knowledge Based MT
3. Statistics Based MT

4. Principle Based MT

1.1.2.2.1 Example Based MT:
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Example-based translation is essentially translation by analogy. An Example-
Based Machine Translation (EBMT) system is given a set of sentences in the
source language (from which one is translating) and their corresponding
translations in the target language, and uses those examples to translate
other, similar source-language sentences into the target language. The basic
premise is that, if a previously translated sentence occurs again, the same
translation is likely to be correct again. EBMT systems are attractive in that
they require a minimum of prior knowledge and are therefore quickly
adaptable to many language pairs.

A restricted form of example-based translation is available commercially,
known as a translation memory. In a translation memory, as the user
translates text, the translations are added to a database, and when the same
sentence occurs again, the previous translation is inserted into the translated
document. This saves the user the effort of re-translating that sentence, and is
particularly effective when translating a new revision of a previously-translated
document (especially if the revision is fairly minor).

More advanced translation memory systems will also return close but inexact
matches on the assumption that editing the translation of the close match will
take less time than generating a translation from scratch.

WEBMT, ALEPH , English to Turkish, English to Japanese, English to Sanskrit

and PanEBMT are some of the example based MT systems.
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Translation Memory

Comparison & Storage
of Expressions

Figure 1.1: Example Based MT

1.1.2.2.2 Knowledge-Based MT:

Knowledge-Based MT (KBMT) is characterized by a heavy emphasis on
functionally complete understanding of the source text prior to the translation
to the target text. KBMT does not require total understanding, but assumes
that an interpretation engine can achieve successful translation into several
languages. KBMT is implemented on the Interlingua architecture; it differs
from other interlingual techniques by the depth with which it analyzes the

source language and its reliance on explicit knowledge of the world.

KBMT must be supported by world knowledge and by linguistic semantic
knowledge about meanings of words and their combinations. Thus, a specific
language is needed to represent the meaning of languages. Once the source

language is analyzed, it will run through the augmenter. It is the Knowledge
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base that converts the source representation into an appropriate target

representation before synthesising into the target sentence.

KBMT systems provide high quality translations. However, they are quite
expensive to produce due to the large amount of knowledge needed to

accurately represent sentences in different languages.

English-Vientnamese Machine Translation system is one of the examples of

KBMTS.

1.1.2.2.3 Statistics Based MT:

By the turn of the century, this newer approach based on statistical models —
where in a word or phrase is translated to one of a number of possibilities
based on the probability that it would occur in the current context - had
achieved marked success. The best examples substantially outperform rule-
based systems. Statistics-based Machine Translation (SMT) also may prove
easier and less expensive to expand, if the system can be taught new
knowledge domains or languages by giving it large samples of existing
human-translated texts.

A string of source language, €, can be translated into a string of target
language in many different ways. Often, knowing the broader context in which
€ occurs may serve to winnow the field of acceptable target language
translations, but even so, many acceptable translations will remain; the choice

among them is largely a matter of taste. In statistical translation, the view is
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taken that every target language string, ¢, is a possible translation of €. Every
pair of strings is assigned (¢~ ¢) a number Pr(C | € ), which then is interpreted
as the probability that a translator, when presented with €, will produce ¢ as
his translation. Further the view is taken that when a native speaker of target
language produces a string of target language words, he has actually
conceived of a string of source language words, which he translated mentally.
Given a target language string ¢, the job of the translation system is to find the
string € that the native speaker had in mind when he produced {. Thus the
chances of error are minimized by choosing that source language string for
which Pr(e | ) is greatest:

€=argmaxPr(e|C) ., (1)

The argmax operation denotes the search problem, i.e. the generation of the
output sentence in the target language. The term Pr(e | {) is termed as true
probability distribution that target language sentence ¢ is translation of source
language sentence (.

Bayes' theorem is used:

Pr(e| ) :%{%'5) ......................... 2)

Since the denominator here is independent of ¢, finding & is the same as
finding € so as to make the product Pr(g) Pr(C | €) as large as possible. Thus,

at the Fundamental Equation of Machine Translation is arrived at:

é=argmax Pr(e) Pr(C|€)  .oooiiiiiiiiiiiiiianes (3)
€
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Equation (3) summarizes the three computational challenges presented by
the practice of statistical translation: estimating the language model
probability, Pr(g); estimating the translation model probability, Pr(C | € ); and
devising an effective and efficient suboptimal search for the input string that
maximizes their product. These are known as the language modeling
problem, the translation modeling problem, and the search problem.

Statistical translation systems works in two stages viz. training and
translation. In training it “learns” how various languages work. Before
translation, the system must be trained. Training is done by feeding the
system with source language documents and their high-quality human
translations in target language. With its resources, the system tries to guess
at documents’ meanings. Then an application compares the guesses to the
human translations and returns the results to improve the system’s
performance. The whole process is carried out by dividing sentences into N-
grams. While training, statistical systems track common N-grams, translations
most frequently used are learnt and those meanings when finding the phrases
in the future are applied. They also statistically analyze the position of N-
grams in relation to one another within sentences, as well as words’
grammatical forms, to determine correct syntax. After their training, the
systems are used to process actual phrases and produce the translation from

what ever it has learnt in training phase.

Language in India www.languageinindia.com 633
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




Despite some success, however, severe problems still exist: outputs
are often ungrammatical and the quality and accuracy of translation falls well
below that of a human linguist - and well below demands of all but highly
specialized commercial markets.

Moses, CASIA, Chinese-to-English, Google translate, LDV-COMBO and

MARIE are some of the examples for statistical approach based MT systems.

1.1.2.2.4 Principle-Based MT:

Principle-Based MT (PBMT) Systems employ parsing methods based on the
Principles & Parameters Theory of Chomsky’s Generative Grammar. The
parser generates a detailed syntactic structure that contains lexical, phrasal,
grammatical, and thematic information. It also focuses on robustness,

language-neutral representations, and deep linguistic analyses.

In the PBMT, the grammar is thought of as a set of language-independent,
interactive well-formed principles and a set of language-dependent
parameters. Thus, for a system that uses n languages, n parameter modules
and one principles module are needed. Thus, it is well suited for use with the

interlingual architecture.

PBMT parsing methods differ from the rule-based approaches. Although
efficient in many circumstances, they have the drawback of language-
dependence and increase exponentially in rules if one is using a multilingual

translation system. It provides broad coverage of many linguistic phenomena,

Language in India www.languageinindia.com 634
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




but lacks the deep knowledge about the translation domain that KBMT and
EBMT systems employ. Another drawback of current PBMT systems is the

lack of the most efficient method for applying the different principles.

UNITRAN is one of the examples of Principle based Machine Translation

system.

1.1.2.3 Hybrid Approaches:

Hybrid approaches to MT are becoming increasingly popular research
subjects. The general idea behind hybrid approaches is to use a linguistic
method to parse the source text, and a non-linguistic method, such as
statistical-based or example-based, to assist with finding the proper

interpretation.

1.1.2.3.1 Example-Based MT and Statistical-Based MT

EBMT works very well translating sentences that are already represented in
its translation memory. SBMT can generate sentences with good accuracy,
but is generally not successful when it handles idioms, collocations, and long-
distance dependencies very well. By combining these two methods, a hybrid
EBMT and SBMT system can first query the translation memory for matching
sentences. If no close match is found, then a statistical analysis and

interpretation of the sentence will be used.

Language in India www.languageinindia.com 635
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




TransEasy is one of the examples for Machine Translation based on Hybrid
Approach. It uses Example and Statistical based approaches.

1.1.3 Key Activities [19-23]

Based on the above discussion of the Machine Translation techniques, it is
evident that there are some common and key activities, which formulate a
typical Machine Translation system.

An overview of such activities is provided below. These activities are usually
executed in a sequence. However, depending upon the technique being
followed, one or more of these activities may be omitted.

e Pre-processing: This module tokenizes the input text into words
based on the list of word boundaries. Another major task performed in
this phase is filtering. Filtering means detecting and marking certain
special expressions like abbreviations, collocations, Named Entities,
surnames, titles etc., in the input text. Text Spelling Standardization is
another task in Pre-processing in which the words having spelling
variations are replaced with the standard spelling words. This task
helps in increasing the accuracy of the system. Filtering can be useful
as the words or word sequences marked by the filter may not be
required to go through the next two stages, namely, morphological

analysis and part-of-speech tagging.
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Fig 1.2 MT System General Architechture

e Morphological analysis: In this stage, morphological analyzer
processes every unmarked token in the input text. The purpose of a
morphological analyzer is to return root word and grammatical
information about all the possible word classes (parts of speech) for a
given word. Morphological analysis is essential for Hindi because it
has a fairly rich system of inflectional morphology like other Indian

languages. Morphological generator does exactly the reverse of
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morphological analyzer. Given a root word and its grammatical
information (including word class), a typical morphological generator
will generate the word form or surface form for that root word.
Part-of-speech tagging: The output of a morphological analyzer is
usually ambiguous as it may return more than one POS (part-of-
speech) tag for a single word. The reason being that in sentences,
same word can be used as a noun or a verb, as a verb or a
postposition etc. The job of a part-of-speech tagger is to disambiguate
that ambiguous input by making use of the context information in which
the word is being used. A part-of-speech tagger is also known as
morphological disambiguator or simply a tagger.

Phrase chunking: It is situated between POS tagging and a full-blown
grammatical analysis, i.e. parsing. Whereas POS tagging works only
on the word level and the grammatical analysis is supposed to build a
tree structure of the sentence, phrase chunking assigns tags to word
sequences in the sentence. There is no standardization about chunk
names and their meanings, like POS tags, anyone can define his/her
own chunk names and assign meanings to them. As chunking requires
POS tagged text, its accuracy cannot be better than that of a POS
tagger used. Chunking process is also known as shallow parsing as it
simplifies the task for the next phase, i.e. parsing.

Parsing: A parser is supposed to perform the full syntactic analysis of

the given text. For every parsed sentence it is supposed to return a
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data structure (mostly a parse tree) describing its syntactic components
and their relationships with each other. It outputs the analysis based on
the grammar it uses. For analyzing a sentence written in a particular
language, the parser needs the grammar of that language. For
specifying the grammar rules of a natural language, grammar
formalism is required. Grammar formalism provides guidelines for
specifying the underlying language’s grammar rules. The parser will
then make use of that grammar formalism. There are various grammar
formalisms available for use like CFG (Context Free Grammar), GPSG
(Generalized Phrase Structure Grammar), and HPSG (Head Driven
Phrase Structure Grammar) etc. In simple terms, grammar formalism
consists of a lexicon of words associated with their grammatical
category and a set of rules specifying the sentence structure or syntax
of the language. If a syntax-based parser fails to parse a sentence
completely, then that sentence could be marked as incorrect or
ungrammatical.

e Translation and Transliteration: Having all the necessary information
regarding the words in a sentence, the next step is to find the
equivalent in the target language. An alternative term for the
computation of target texts from intermediate representations is
synthesis. This is done with the help of lexicon. In Direct MT technique,
this stage involves just dictionary look up. Some local reordering of

words is also seen as generation in such systems. Sometime
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morphological synthesizers are required to generate the word in target
language. In transfer system, the generation phase is generally split
into two modules, ‘syntactic generation’ and ‘morphological generation’.
In syntactic generation, the intermediate representation which is the
output from analysis and transfer resembles a deep structure tree of
the older type of transformational-generative grammar. It is converted
by ‘transformational rules’ into an ordered surface structure tree, with
appropriate labeling of the leaves with grammatical functions and
features.

Rearrangement of word order: If the source language and target
language have different word order, then this step tries to reorder the
words according to the grammar of target language. Any differences
between languages can be dealt within the word generation and
ordering stages. For example, the word order in English is Subject-
Verb-Object. On the other hand, Hindi has relatively free word order.
Generally a sentence in Hindi has the order Subject-Object-Verb. So to
make the output according to the grammar of target language, some
reordering techniques are required.

Post Processing: The main factor which decides the amount of post-
editing that needs to be done on a translation produced by machine is
the quality of the output. Obviously enough, the difficulty of post-editing
and the time required for it correlates with the quality of the raw MT

output: the worse the output, the greater the post-edit effort. The post-
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editor is a corrector for ill-formed sentences. It is basically tail-end of all
the Machine Translation systems. It improves the translation quality by
making corrections in the translation generated.
As mentioned earlier, not all of the above-mentioned activities are mandatory
for a Machine Translation system. Selection of these activities depends on the

approach a Machine Translation is following.

1.2 Research Questions

It has already been said that there is no Machine Translation system for Hindi
to Punjabi presently. However, A number of Machine Translation systems
between Indian and Non Indian languages have already been developed
though their accuracy needs to be improved. Based on the brief introduction
of Machine Translation given in section 1.1.1, the problem statement for the

present research work has been formulated as below:

“To develop algorithms and lexical resources along with a software package

to translate Hindi text to Punjabi text.”

In other terms, the research question is to develop an automated Hindi to
Punjabi Machine Translation System that will translate the Hindi text to
Punjabi text. In this way, the richness of Hindi literatures opens up to Punjabi
knowing people. This system will be helpful in reading the online Hindi

newspapers in Punjabi language, Thus, removing the language barrier among
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people. The users can type their email in Hindi language and the receiver can
receive the email in Punjabi Language, Thus, making the communication in

user’s native languages possible.

1.2.1 Objectives

The objectives of this study are as follows:

o

To study Hindi and Punjabi Languages and their comparison.

2 To develop machine readable Hindi to Punjabi Dictionary for the purpose
of translation.

3 To develop algorithm for generating Named Entities from the Corpus and
then using this lexicon of Named Entities in translation.

4 To develop lexicon for collocations in Hindi text to be used during
translation process.

5 To develop the lexicon and algorithm for handling surnames and titles in
input text.

6 To adapt and use the existing lexical resources such as digital dictionary,
morph etc.

7 To develop transliteration module for handling out-of-vocabulary words.

8 To develop algorithm for postprocessing tasks.

9 To develop test cases for evaluating the system critically.

1.2.2 Challenges
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There are number of challenges for developing a Machine Translation system.

Some of the major challenges faced in development of Hindi to Punjabi MT

system are:

1.

Language in India www.languageinindia.com

Lack of lexical resources such as digital bilingual dictionary,
morphological analyzer and generator, POS tagger etc. There is no
machine readable dictionary available for Hindi to Punjabi.
Morphological Analyzer for Hindi has been developed by T
Hyderabad but this can not be used directly into the system and lots of
modifications are required for making its use in the system. This is
used for handling inflectional words of a word. It is not possible to store
all the words including inflected words into the lexicon.

Multiple translations in Punjabi for Hindi words. There are many Hindi
words which have different meanings depending upon the context in
which the word is present in the sentence. The program has to
automatically decide the exact translation. We have used n-gram
technique for disambiguating the word.

Identifying Named Entities present in the text like the word vishal goyal,
State Bank of India, S. Parkash Singh Badal, Dr. Parkash.

Collection of phrases that cannot be translated word by word and these
have different meaning in collection than in individual.

Handling grammatical errors after translation i.e. grammatical

agreement corrections.
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1.2.3 Need and Scope

Machine Translation Systems are in great demand and are widely in use. For
the past few years, number of Machine Translation Systems has been
developed for Indian and foreign languages but their quality of translation is
not up to mark for use in real projects. Thus, at present no such acceptable
system is available for most of the Indian languages. The use of computers is
gaining popularity in day-to-day tasks of word processing, writing reports, and
printing official documents etc. All the documents are written in their regional
official language. Thus for making these documents readable and useful for
other regions, translation systems must be developed. Therefore, Machine
Translation systems are an obvious requirement in such a situation. Recently,
“Sampark: Machine Translation System among Indian Languages” has been
funded by TDIL, Department of Information technology, Govt. of India,
developed by Consortium of Institutions has released the Hindi to Punjabi
Machine Translation System on trial basis on 13" August 2009 after spending
three years. The translation is not promising and thus present system cannot
be used for practical purposes. Indian languages have many features in
common, so the present work could be well extendable to other Indian

languages that are closely related to each other.

1.2.4 Potential Use [19-22]
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The potential application areas of automatic Machine Translation are
numerous and have the limits of imagination. Some of them are enumerated
in this section.

Large Scale Translation: Large scale translation using MT is cost effective —
there are many large companies saving time and money with MT. Leaving
literature, sociology or legal texts aside (which require high level of
publishable quality) MT is a success for technical documents especially within
a particular domain. Typical texts are internal reports, operational manuals,
repetitive publicity and marketing documents. Operational manuals, in
particular, often represent many thousands of pages to be translated, and are
extremely boring for human translators, and they are often needed in many
languages (English, French, German, Japanese, etc.). But companies want
fairly good quality of output as well. Manuals are repetitive, there may be
frequent updates; and from one edition to another there may be very few
changes. Automation is the obvious answer.

As an Aid for Translators: Machine Translation has changed the way
translators work. The development of electronic termbanks, the increasing
need to adhere to terminology standards, the overwhelming volumes of
translation, and above all the development of facilities for using previous
examples of translations have meant that translators could see the practical
advantages of computerization in their work. Probably the largest users of
computer aids for translation are found in the field of software and web

localization. Localization means the adaptation of products for a particular
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national or regional market, and the creation of documentation for those
products. The incentive for computerization is the demand for the localization
of publicity, promotional material, manuals for installation, maintenance and
repair, etc. These must be available in the country (or countries) concerned as
soon as the product itself is ready — often in a matter of days, not weeks.
Translation of Websites: A recent development is the appearance of
software for translating webpages. Companies must now maintain high-profile
presence on the Internet, in order to remain competitive. For multi-national
companies, this also means that information on their websites must be made
available in multi-languages. One solution is to refer users to online MT
services but for many reasons this is unsatisfactory. Another is to engage a
localization agency to translate every webpage. A third option which is
increasingly adopted is to integrate one of the automatic webpage localization
systems offered by many of the vendors of MT systems. Examples are
ArabSite, IBM WebSphere, InterTran Website Translation Server, SDL
Webflow, SystranLinks, and Worldlingo.

MT for Assimilation: Another main use of MT is assimilation, for getting the
gist (essence) of the basic message of a text. The recipient does not
necessarily require good quality. The main requirement is immediate use.
However, the output must be readable; it must be reasonably intelligible for
someone knowing the subject background. The wide availability of free
translation of webpages makes it possible for companies and organizations to

reach potential clients and customers who are unfamiliar with the language of
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their websites; and many organizations provide links to such services for
users to obtain translations of their websites.

MT as a Cross Language Information retrieval Tool: Closely related to the
use of MT for translating texts for assimilation purposes is their use for aiding
bilingual (or cross-language) communication and for searching, accessing and
understanding foreign language information from databases and webpages.
In the field of information retrieval there is much research at present on what
is referred to as cross-language information retrieval (CLIR), i.e. information
retrieval systems capable of searching databases in many different
languages. Either they are systems which translate search terms from one
language into other, and then do searching as a separate operation, with
results presented en bloc to users; or, more ambitiously, translation of search
terms or translation of output is conducted interactively with users.

MT as a Tool for Communication: It is probably true to say that one of the
main applications of personal MT (‘home’) systems is the translation of
correspondence (including personal e-mails) and the translation of web
pages. Above all, there is oral communication involving translation. Although,
we do not yet have speech translation, we do have systems with voice input
and output, i.e. where users speak into the system, the spoken word or
sentence is converted into text, the written text is translated into another text,
and the system then produces spoken output.

MT for Summarization: Most people when faced with a foreign language text

do not necessarily want the whole text translated, what they want is a
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translated summary. There is a clear need for the production of summaries in
languages other than the source. Summarization itself is a task which is
difficult to automate; but applying MT to the task as well is an obvious
expansion, either by translating the text as a whole into another language and
then summarizing it, or by summarizing the original text and then translating
the summary. The later has usually been the approach of researchers so far.

MT as Key technology for Cyber Revolution: Machine Translation can take
information technology to the grassroots level and bring about sweeping
societal changes through E-governance, E-commerce and E-entertainment
leading to E-empowerment of the rural population. Local language information
kiosks with computers, printers, Internet and E-mail facility are being set up to
connect the Government to the citizen even at the grassroots level. At these
kiosks, Machine Translation is essential so that all forms, records and
information on the Government web site can be translated instantly into the
local language that the people can understand. Similarly, the local language
input by the citizens such as E-inquiries and E-grievances, should be machine
translated at the click of the mouse, into a language that the concerned

bureaucrat or minister can comprehend. [5].

1.3 Approach Applied for Our Machine Translation System

There are number of approaches discussed in the literature viz. Direct based,
Transformer based, Interlingua based, Statistical etc. The choice of approach

depends upon the available resources and the kind of languages involved.
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Direct systems do not preclude syntactic or semantic analysis. There is a
pragmatic constraint on the analysis, though, that it is subordinated to the
translation task. Another difference concerns generation. A pure transfer
system relies on a grammar for the target language to derive target
sentences, while a direct system uses the word order of the source sentence
as the point of departure for deriving a proper word order for the translation. A
direct system relying on word-based analysis and transfer, will usually be able
to derive some output for every input. The real issue, therefore, is empirical.
In general, if the two languages are structurally similar, in particular as
regards lexical correspondences, morphology and word order, the case for
abstract syntactic analysis seems less convincing. Since the present research
work deals with a pair of closely related language, so direct translation system
is the obvious choice. The overall system architecture shown in figure 1.3 is
adopted for Hindi to Punjabi Machine Translation System. The system is
divided into three stages: Preprocessing, Translation Engine, and Post
Processing stage. Following is the description of various steps of this
architecture.
1.3.1 Pre Processing
The preprocessing stage is a collection of operations that are applied on input
data to make it processable by the translation engine. In our current work, we
have performed following pre processing steps:

e Text Normalization

e Replacing Collocations
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e Replacing Proper Nouns

1.3.1.1 Text Normalization

It works on spelling standardization issues, thereby resulting in multiple
spelling variants for the same word. The major reasons for this phenomenon
can be attributed to the phonetic nature of Indian languages and multiple
dialects, transliteration of proper names, words borrowed from foreign
languages, and the phonetic variety in Indian language alphabet. The variety
in the alphabet, different dialects and influence of foreign languages has
resulted in spelling variations of the same word. Such variations sometimes
can be treated as errors in writing. During this phase of Pre Processing phase
, rules specific to Hindi language which can handle such variations, which
could result in more precise performance have been used for making the input

text normalized for better accuracy.

For example we found widely used spelling variations for the Hindi word 373Isit

(arigréji) as shown below:
1.3.1.2 Replacing Collocations means finding and replacing those
combinations of words in Hindi that cannot be translated word to word and

such combinations of words have different word in group rather than their

individual. This activity helps a lot in increasing the accuracy of the system.

For example, the collocation 3dX Y&2l (uttar pradésh), if translated word to
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word, will be translated as H<™= J'H (javab raj), But it must be translated as
€39 YA (uttar pradésh).

1.3.1.3 Replacing Proper Nouns means finding and replacing those
combination of words in the input text that are acting as names of person,

bank, river, ocean, days of week, months of year, university, cooperative

society etc. For example: &ddl IMTol (kamal goyal) is a proper noun.

1.3.2 Tokenizer

The tokenizer takes the text generated by previous text as input. This module,
using space, a punctuation mark, as delimiter, extracts tokens (word) from the
text and gives it to Translation engine for analysis. This process is repeated

for the whole text.
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The translation engine is responsible for translation of each token obtained
from the previous step. It uses various lexical resources for finding the match
of a given token in target language. Following is the description of how a

token is passed through various modules.

1.3.3.1 Analyzing the word for Translation /Transliteration

The token obtained in the previous stage is passed through various stages.

1.3.3.1.1 Identifying Titles:

The token is checked whether it is a title like 9T(pro), HHAN(shrimti) etc. If the

current token is found to be a title, then the token next to it, should be
transliterated instead of translation.

1.3.3.1.2 Identifying Surnames:

The token is checked whether it is a surname like 313 @Tel (agrval), 3NeRIT

(oberay ) etc. If the current token is found to be a surname, then the token
previous to it, should be transliterated instead of translation.

1.3.3.1.3 Lexicon Lookup:

If the token does not satisfy above two steps, then it is looked into the lexicon
for a match for direct word to word translation.

1.3.3.1.4 Resolving Ambiguity:

If the token is not present in the lexicon for direct translation, it is looked into
the database of ambiguous words. If this token is found to be ambiguous,

then disambiguity is resolved with the help of n-gram language modeling. The
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system uses bigram and trigram databases, which contains one and two
words respectively in the vicinity of an ambiguous word and corresponding
meaning for that particular context.

1.3.3.1.5 Unknown Words:

If all the above modules fail to analyze the token, it is considered to be
foreign/unknown word. Such words first pass through the morphological
analysis phase based on the rules for inflections in Hindi words.
Morphological generator generates the transliterated word using the
inflectional rules and then checks the generated word in the Punjabi unigrams
database for its genuinity. If this new generated word is found in the Punjabi
unigrams, it is considered for translation otherwise the token is sent to
transliteration module for transliteration.

Transliteration Module is the major module in the system that uses various

rules specifically designed from the translation point of view.

1.3.4. Post Processing

After converting all the source text to target text, there are some of the
grammatical errors that need to be corrected. For this purpose, we have
formulated the rules for correcting the grammatical errors. Such rules have
been implemented using Regular expressions and Pattern matching. This
Post Processing phase is responsible for correcting grammatical errors in the

generated output.
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1.4 Thesis Outline

The study has been undertaken with the following chapter scheme:

In first chapter of this thesis, we introduce Machine Translation and provide
details about various types of MT systems. The benefits, applications, and
challenges of Machine Translation are described. After elaborating the various
approaches used for Machine Translation and stages in a generic MT system
we provide a formal description about the research question that we intend to
undertake in this thesis work along with the major contribution and
achievements of this research.

Chapter 2 discusses the existing work in the field of Machine Translation in
India and outside India. This chapter on literature survey forms the basis of
our work on developing the Machine Translation system and later on helps us
in comparing our work with the existing state of the art in Machine Translation
system.

Chapter 3 explains and compares the Hindi and Punjabi languages with
respect to orthography, grammar, and Machine Translation.

Chapter 4 and 5 provide the design and implementation details of various
activities involved in the Machine Translation system. Chapter 4 describes the
system architecture and Pre processing stage. The chapter starts with the
choice of approach and discusses the motivation behind its selection. Then
the required resources are discussed followed by description of system

architecture. The details of Pre processing phase which involves text
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normalization, Identifying Collocations, Identifying Proper Nouns are
discussed. Then tokenization process is explained. The details of the
translation system involving the identifying titles, identifying surnames, lexicon
lookup, word sense disambiguation module, transliteration module and post
processing modules are discussed in Chapter 5.

Chapter 6 describes the post processing stage of the system.

Chapter 7 provides the evaluation of the system and its results.

Chapter 8 concludes this thesis by providing a summary of the research work
undertaken, contributions of this research work, limitations, and some
directions in which this work could be extended in the future.

In appendix A, the interface designed for text translation, website translation
and email translation has been discussed. Test data set for Intelligibility test

and accuracy test are available at Appendix B and C respectively.

1.5 Summary

In this chapter, introduction to Machine Translation, key activities involved,
and various approaches for developing Machine Translation have been
provided. It is followed by a formal statement for this research work along with
its objectives, challenges involved, need and scope, and potential application
areas of this system. Further, the approach followed to develop the Hindi to
Punjabi Machine Translation System has been discussed along with an

overview of the design of this system. The chapter concludes with a brief
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outline of this thesis. The next chapter provides a survey of the existing

literature in the field of Machine Translation.
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Chapter 2

Survey of Literature

This chapter presents the state of the art in the field of Machine Translation.
First part of this chapter discusses the Machine Translation systems for non
Indian languages and second part discusses the Machine Translation

systems for Indian languages.

2.1 Machine Translation Systems:

2.1.1 Machine Translation System for non Indian languages

Various Machine Translation systems have already been developed for most
of the commonly used natural languages. This section briefly discusses some
of the existing Machine Translation systems and the approaches that have
been followed.

Georgetown Automatic Translation (GAT) System (1952), developed by
Georgetown University, used direct approach for translating Russian texts
(mainly from physics and organic chemistry) to English. The GAT strategy
was simple word- for-word replacement, followed by a limited amount of
transposition of words to result in something vaguely resembling English.
There was no true linguistic theory underlying the GAT design. It had only six
grammar rules and 250 items in its vocabulary. The translation was done
using IBM 701 mainframe computer. Georgetown University and IBM jointly
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conducted the Georgetown-IBM experiment in 1954 for more than sixty
Russian sentences into English. The experiment was a great success and
ushered in an era of Machine Translation research. The Georgetown MT
project was terminated in the mid-60s.[8,23]

CETA (1961), included the linguistic theory unlike GAT, for translating
Russian into French. It was developed at Grenoble University in France. It is
based on Interlingua approach with dependency-structure analysis of each
sentence at the grammatical level and transfer mapping from one language-
specific meaning representation at the lexical level. During the period of 1967-
71, this system was used to translate about 4,00,000 words of Russian
mathematics and physics texts into French. It was found that it fails for those
sentences for which complete analysis cannot be derived. In 1971, new and
improved system GETA based on the limitations of CETA was developed.
[24-27]

METAL (Mechanical Translation and Analysis of Languages) (1961), was
developed at Linguistics Research Center, University of Texas for German
into English. The system used indirect Machine Translation approach using
Chomsky’s transformational paradigm. Indirect translation was performed in
14 steps of global analysis, transfer, and synthesis. The performance and
accuracy of the system was moderate.[28]

The Mark Il (1964), a direct translation approach based Russian to English
MT System for U.S. Air Force. It was developed by IBM Research Center.

Translation was word by word, with occasional backtracking, Each Russian
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item (either stem or ending) in the lexicon was accompanied by its English
equivalent and grammatical codes indicating the classes of stems and affixes
that could occur before and after it. In addition to lexical entries, processing
instructions were also intermixed in the dictionary: ‘control entries’ relating to
grammatical processes (forward and backward skips), and also instructions
relating to loading and printing routines. There were some 25,000 such
‘control entries’ included in the dictionary. This contained 150,000 entries at
the World’s Fair demonstration, and 180,000 in the USAF version. A third of
the entries were phrases, and there was also an extensive system of micro
glossaries. An average translation speed of 20 words per second was
claimed. The examples of Russian-English translations at the World’s Fair
were reasonably impressive (Bowers & Fisk (1965)). The Russian-English
translations produced by Mark Il were often rather crude and sometimes far
from satisfactory. The limitations of word by word translation are more evident
in the evaluation reports submitted by Pfafflin (1965), Orr & Small (1967),
ALPAC(1966). An evaluation, MT research at the IBM Research Center
ceased in 1966 (Roberts & Zarechnak 1974).

As one of the first operational MT systems, the IBM Russian-English system
has a firm place in the history of MT. It was installed in the USAF’s Foreign
Technology Division at the Wright-Patterson Air Force Base, Dayton, Ohio,
where it remained in daily operation until 1970. [29]

LOGOS (1964), a direct Machine Translation system for English-Viethamese

language pair was initially developed by US Private firm Logos Corporation.
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Logos analyzes whole source sentences, considering morphology, meaning,
and grammatical structure and function. The analysis determines the
semantic relationships between words as well as the syntactic structure of the
sentence. Parsing is only source language-specific and generation is target
language-specific. Unlike other commercial systems the Logos system relies
heavily on semantic analysis. This comprehensive analysis permits the Logos
system to construct a complete and idiomatically correct translation in the
target language. This Internet-based system allows 251 users to submit
formatted documents for translation to their server and retrieve translated
documents without loss of formatting. In 1971, It was used by the U.S. Air
Force to translate English maintenance manuals for military equipment into
Vietnamese. Eventually, LOGOS forged an agreement with the Wang
computer company that allowed the implementation of the German-English
system on Wang office computers. This system reached the commercial
market, and has been purchased by several multi-national organizations (e.g.,
Nixdorf, Triumph- Adler, Hewlett-Packard). The System is also available for
English-French, English-German language pairs. [30-32]

TAUM-AVIATION (1965), a transfer approach based English - French MT
System for weather forecasts. It was developed at University of Montreal.
After short span of time, the domain for translation shifted to translating
aviation manuals by adding semantic analysis module to the system. The
TAUM-AVIATION system is based on a typical second generation design

(Isabelle et al. 1978, Bourbeau 1981). The translation is produced indirectly,

Language in India www.languageinindia.com 661
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




by means of an analysis/transfer/synthesis scheme. The overall design of the
system is based on the assumption that translation rules should not be
applied directly to the input string, but rather to a formal object that represents
a structural description of the content of this input. Thus, the source language
(SL) text (or successive fragments of it) is mapped onto the representations of
an intermediate language, (also called normalized structure) prior to the
application of any target language-dependent rule. In this system, the
dictionaries list only the base form of the words (roughly speaking, the entry
form in a conventional dictionary). In March 1981, the source language
(English) dictionary included 4054 entries; these entries represented the core
vocabulary of maintenance manuals, plus a portion of the specialized
vocabulary of hydraulics. Of these, 3280 had a corresponding entry in the
bilingual English-French dictionary. The system was evaluated and

the low accuracy of the translation by the system forced the Canadian
Government to cancel the funding and thus TAUM project in 1981. [33-34]
SYSTRAN (1968) is a direct Machine Translation system developed by
Huchins and Somers. The system was originally built for English-Russian
Language Pair. In 1970, SYSTRAN System installation at United States Air
Force (USAF) Foreign Technology Division (FTD) at Wright-Patterson Air
Force Base, Ohio, replaced IBM MARK-II MT System and is still operational.
Large number of Russian scientific and technical documents were translated
using this system. The quality of the translations, although only approximate,

was usually adequate for understanding content. In 1974, NASA also selected
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SYSTRAN to translate materials relating to the Apollo-Soyuz collaboration,
and in 1976, EURATOM replaced GAT with SYSTRAN. The Commission of
the European Communities (CEC) purchased an English-French version of
SYSTRAN for evaluation and potential use. Unlike the FTD, NASA, and
EURATOM installations, where the goal was information acquisition, the
intended use by CEC was for information dissemination - meaning that the
output was to be carefully edited before human consumption. The quality for
this purpose was not adequate but improved after adding lexicon entries
specific to CEC related translation tasks. Also in 1976, General Motors of
Canada acquired SYSTRAN for translation of various manuals (for vehicle
service, diesel locomotives, and highway transit coaches) from English into
French on an IBM mainframe. GM's English-French dictionary had been
expanded to over 1,30,000 terms by 1981 (Sereda 1982). GM purchased an
English-Spanish version of SYSTRAN, and began to build the necessary [very
large] dictionary. Sereda (1982) reported a speed-up of 3-4 times in the
productivity of his human translators. Currently, SYSTRAN System is
available for translating in 29 language pairs. [35-39]

CULT(Chinese University Language Translator)(1968), is an interactive
online MT System based on direct translation strategy for translating Chinese
mathematics and physics journals into English. Sentences are analyzed and
translated one at a time in a series of passes. After each pass, a portion of the
sentence is translated into English. The CULT includes modules like source

text preparation, input via Chinese keyboard, lexical analysis, syntactic and
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semantic analysis, relative order analysis, target equivalence analysis, output
and output refinement. CULT is a successful system but it appears somewhat
crude in comparison to interactive systems like ALPS and Weidner. [40-44]
ALPS (1971), a direct approach based English into French, German,
Portuguese and Spanish for Mormon ecclesiastical texts. It was developed at
Brigham Young University. It was started with an aim to develop fully
automatic MT System but later in 1973, it became Machine Aided System. It
is an Interactive Translation System that performs global analysis of
sentences with human assistance, and then performs indirect transfer again
with human assistance. But this project was not successful and hence not
operational. [45]

The METEO (1977) , is the world’s only example of a truly fully automatic MT
System for Canadian Meterological Centre’s(CMC’s) nation wide weather
communication networks. METEO scans the network traffic for English
weather reports, translates them directly into French, and sends the
translations back out over the communications network automatically. This
system is based on the TAUM technology as discussed earlier. It is probably
the first MT system where translators had involved in all phases of the design,
development and refinement. Rather than relying on post-editors to discover
and correct errors, METEO detects its own errors and passes the offending
input to human editors and output deemed correct by METEO is dispatched
without human intervention. This system correctly translates 90-95%, shuttling

the other 5-10% to the human CMC translators.[46-47]
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An English Japanese Machine Translation System (1982) developed by
Makoto Nagao et. al. The title sentences of scientific and engineering papers
are analyzed by simple parsing strategies. Title sentences of physics and
mathematics of some databases in English are translated into Japanese with
their keywords, author names, journal names and so on by using fundamental
structures. The translation accuracy for the specific areas of physics and
mathematics from INSPEC database was about 93%.[48]

RUSLAN (1985), a direct Machine Translation system between closely
related languages Czech and Russian, by Hajic J, for thematic domain, the
domain of operating systems of mainframes. The system used transfer based
architecture. This project started in 1985 at Charles University, Prague in
cooperation with Research Institute of Mathematical Machines in Prague. It
was terminated in 1990 due to lack of funds. The system was rule based,
implemented in Colmerauer’s Q-Systems. The system had a main dictionary
of about 8,000 words, accompanied by transducing dictionary covering
another 2,000 words. The typical steps followed in the system are Czech
morphological analysis, syntactico semantic analysis with respect to Russian
sentence structure and morphological synthesis of Russian. Due to close
language pair, a transfer-like translation scheme was adopted with many
simplifications. Also many ambiguities are left unresolved due to the close
relationship between Czech and Russian. No deep analysis of input
sentences was performed. The evaluations of results of RUSLAN showed that

roughly 40% of the input sentences were translated correctly, about 40% of
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input sentences with minor errors correctable by human post-editor and about
20% of the input required substantial editing or re-translation. There are two
main factors that caused a deterioration of the translation. The first factor was
the incompleteness of main dictionary of the system and second factor was
the module of syntactic analysis of Czech. RUSLAN is a unidirectional system
dealing with one pair of language Czech to Russian.[49]

PONS (1995) , an experimental interlingua system for automatic translation of
unrestricted text, constructed by Helge Dyvik, Department of Linguistics and
Phonetics, University of Bergen. 'PONS' is in Norwegian an acronym for
"Partiell Oversettelse mellom Neerstdende Sprak" (Partial Translation between
Closely Related Languages). PONS exploits the structural similarity between
source and target language to make the shortcuts during the translation
process. The system makes use of a lexicon and a set of syntactic rules.
There is no morphological analysis. The lexicon consists of a list of entries for
all word forms and a list of stem entries, or ‘lexemes’. The source text is
divided into substrings at certain punctuation marks, and the strings are
parsed by a bottom-up, unification-based active chart parser. The system had
been tested on translation of sentence sets and simple texts between the
closely related languages Norwegian and Swedish, and between the more
distantly related English and Norwegian. [50]

interNOSTRUM (1999) is a bidirectional Spanish-Catalan Machine
Translation system. It was developed by Marote R.C. et al. It is a classical

indirect Machine Translation system using an advanced morphological
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transfer strategy. Currently it translates ANSI, RTF (Microsoft’'s Rich Text
Format) and HTML texts. The system has eight modules: a deformatting
module which separates formatting information from text, two analysis
modules (morphological analyzer and part-of-speech tagger), two transfer
modules (bilingual dictionary module and pattern processing module) and two
generation modules (morphological generator and post-generator), and the
reformatting module which integrates the original formatting information with
the text. This system achieved great speed through the use of finite-state
technologies. Error rates range around 5% in Spanish-Catalan direction when
newspaper text is translated and are somewhat worse in the Catalan-Spanish
direction. The Catalan to Spanish is less satisfactory as to vocabulary
coverage and accuracy. [51]

ISAWIKA!(1999) is a transfer-based English-to-Tagalog MT system that uses
ATN (Augmented Transition Network) as the grammar formalism. It translates
simple English sentences into equivalent Filipino sentences at the syntactic
level. [52]

English-to-Filipino MT system (2000) is a transfer based MT System that is
designed and implemented using the lexical functional grammar (LFG) as its
formalism. It involves morphological and syntactical analyses, transfer and
generation stages. The whole translation process involves only one sentence
at a time. [53]

Tagalog-to-Cebuano Machine Translation System (T2CMT)(2000) is a uni-

directional Machine Translation system from Tagalog to Cebuano. It has three
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stages: Analysis, Transfer and Generation. Each stage uses bilingual from
Tagalog to Cebuano lexicon and a set of rules. The morphological analysis is
based on TagSA (Tagalog Stemming Algorithm) and affix correspondence-
based POS (part-of-speech) tagger. The author describes that a new method
is used in the POS-tagging process but does not handle ambiguity resolution
and is only limited to a one-to-one mapping of words and parts-of-speech.
The syntax analyzer accepts data passed by the POS tagger according to the
formal grammar defined by the system. Transfer is implemented through affix
and root transfers. The rules used in morphological synthesis are reverse of
the rules used in morphological analysis. T2CMT has been evaluated, with
the Book of Genesis as input, using GTM (General Text Matcher), which is
based on Precision and Recall. Result of the evaluation gives a score of good
performance 0.8027 or 80.27% precision and 0.7992 or 79.92% recall. [54]
Turkish to English Machine Translation system(2000) is a hybrid Machine
Translation system by combining two different approaches to MT. The hybrid
approach transfers a Turkish sentence to all of its possible English
translations, using a set of manually written transfer rules. Then, it uses a
probabilistic language model to pick the most probable translation out of this
set. The system is evaluated on a test set of Turkish sentences, and
compared the results to reference translations. The accuracy comes out to be
about 75.6%.[55]

CESILKO(2000), is a Machine Translation system for closely related Slavic

language pairs, developed by HAJIC J, HRIC J K. and UBON V. It has been
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fully implemented for Czech to Slovak, the pair of two most closely related
Slavic languages. The main aim of the system is localization of the texts and
programs from one source language into a group of mutually related target
languages. In this system, no deep analysis had been performed and word-
for-word translation using stochastic disambiguation of Czech word forms has
been performed. The input text is passed through different modules namely
morphological analyzer, morphological disambiguation, Domain related
bilingual glossaries, general bilingual dictionary, and morphological synthesis
of Slovak. The dictionary covers over 7, 00,000 items and it is able to
recognize more than 15 million word-forms. The system is claimed to achieve
about 90% match with the results of human translation, based on relatively
large test sample. Work is in progress on translation for Czech-to-Polish

language pairs.[56]

Bulgarian-to-Polish Machine Translation system (2000), has been
developed by S. Marinov. This system has been developed based on the
approach followed by PONS discussed above. The system needs a grammar
comparison before the actual translation begins so that the necessary
pointers between similar rules are created and system is able to determine
where it can take a shortcut. The system has three modes, where mode 1 and
2 enable system to use the source language constructions and without
making a deeper semantic analysis to translate to the target language

construction. Mode 3 is the escape hatch, when the Polish sentences have to
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be generated from the semantic representation of the Bulgarian sentence.
The accuracy of the system has been reported to be 81.4%.[57]

Tatar (2001), a Machine Translation system between Turkish and Crimean,
developed by Altintas K. et al., used finite state techniques for the translation
process. It is in general disambiguated word for word translation. The system
takes a Turkish sentence, analyses all the words morphologically, translates
the grammatical and context dependent structures, translates the root words
and finally morphologically generates the Crimean Tatar text. One-to-one
translation of words is done using a bilingual dictionary between Turkish and
Crimean Tatar. The system accuracy can be improved by making word sense
disambiguation module more robust.[58]

Antonio M. Corbi-Bellot et. al. (2005) developed the open source shallow-
transfer Machine Translation (MT) engine for the Romance languages of
Spain (the main ones being Spanish, Catalan and Galician). The Machine
Translation architecture uses finite-state transducers for lexical processing,
hidden Markov models for part-of-speech tagging, and finite-state based
chunking for structural transfer. The author claims that, for related languages
such as Spanish, Catalan or Galician, a rudimentary word-for-word MT model
may give an adequate translation for 75% of the text, the addition of
homograph disambiguation, management of contiguous multi-word units, and
local reordering and agreement rules may raise the fraction of adequately

translated text above 90%. [59]
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Carme Armentano-oller et. al (2005) extended the idea of A.M.Corbi-Bellot
et. al. and developed an open source Machine Translation tool box which
includes (a) the open-source engine itself, a modular shallow transfer
Machine Translation engine suitable for related languages (b) extensive
documentation specifying the XML format of all linguistic (dictionaries, rules)
and document format management files, (c) compilers converting these data
into the high speed format used by the engine, and (d) pilot linguistic data for
Spanish—Catalan and Spanish—Galician and format management
specifications for the HTML, RTF and plain text formats. They use the XML
format for linguistic data used by the system. They define five main types of
formats for linguistic data i.e. dictionaries, tagger definition file, training
corpora, structural transfer rule files and format management files. [60]

Apertium (2005), developed by Carme Armentano-oller et. al is an open-
source shallow-transfer Machine Translation (MT) system for the [European]
Portuguese <« Spanish language pair. This platform was developed with
funding from the Spanish government and the government of Catalonia at the
University of Alicante. It is a free software and released under the terms of the
GNU General Public License. Apertium originated as one of the Machine
Translation engines in the project OpenTrad and was originally designed to
translate between closely related languages, although it has recently been
expanded to treat more divergent language pairs (such as English—Catalan).
Apertium uses finite-state transducers for all lexical processing operations

(morphological analysis and generation, lexical transfer), hidden Markov
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models for part-of-speech tagging, and multi-stage finite-state based chunking
for structural transfer. For Portuguese—Spanish language pair, promising
results are obtained with the pilot open-source linguistic data released which
may easily improve (down to error rates around 5%, and even lower for
specialized texts), mainly through lexical contributions from the linguistic
communities involved. [61]

ga2gd (2006), a robust Machine Translation system, developed by Scannell
K.P., between lIrish and Scottish Gaelic despite the lack of full parsing
technology or pre-existing bilingual lexical resources. It includes the modules
Irish standardization, POS Tagging, stemming, chunking, WSD, Syntactic
transfer, lexical transfer, and Scottish post processing. The accuracy has
been reported to be 92.72%. [62]

SisHiTra(2006) is a hybrid Machine Translation system from Spanish to
Catalan. It was developed by Gonzalez et. al. This project tried to combine
knowledge-based and corpus-based techniques to produce a Spanish-to-
Catalan Machine Translation system with no semantic constraints. Spanish
and Catalan are languages belonging to the Romance language family and
have a lot of characteristics in common. SisHiTra makes use of their
similarities to simplify the translation process. A SisHiTra future perspective is
the extension to other language pairs (Portuguese, French, Italian, etc.). The
system is based on finite state machines. It has following modules:

preprocessing modules, generation module, disambiguation module and post-
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processing module. The word error rate is claimed to be 12.5% for SisHiTra

system.[63]

2.1.2 Machine Translation Systems for Indian languages

This section will summarize the existing Machine Translation systems for
Indian languages that are as follows:

ANGLABHARTI (1991), is a machine-aided translation system specifically
designed for translating English to Indian languages. English is a SVO
language while Indian languages are SOV and are relatively of free word-
order. Instead of designing translators for English to each Indian language,
Anglabharti uses a pseudo-interlingua approach. It analyses English only
once and creates an intermediate structure called PLIL (Pseudo Lingua for
Indian Languages). This is the basic translation process translating the
English source language to PLIL with most of the disambiguation having been
performed. The PLIL structure is then converted to each Indian language
through a process of text-generation. The effort in analyzing the English
sentences and translating into PLIL is estimated to be about 70% and the
text-generation accounts for the rest of the 30%. Thus only with an additional
30% effort, a new English to Indian language translator can be built. The
attempt has been made to 90% translation task to be done by machine and
10% left to the human post-editing. The project has been applied mailnly in

the domain of public health. [64]
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Anusaaraka (1995) was developed at IIT Kanpur, and was later shifted to the
Center for Applied Linguistics and Translation Studies (CALTS), Department
of Humanities and Social Studies, University of Hyderabad. Of late, the
Language Technology Research Center (LTRC) at IlIT Hyderabad is
attempting an English-Hindi Anusaaraka MT System. The focus in
Anusaaraka is not mainly on Machine Translation, but on Language access
between Indian Languages. Using principles of Paninian Grammar (PG), and
exploiting the close similarity of Indian languages, it essentially maps local
word groups between the source and target languages. Where there are
differences between the languages, the system introduces extra notation to
preserve the information of the siurce language. The project has developed
Language Accesors for Punjabi, Bengali, Telugu, Kannada and Marathi into
Hindi. The output generated is understandable but not grammatically correct.
For example, a Bengali to Hindi Anusaaraka can take a Bengali text and
produce output in Hindi which can be understood by the user but will not be
grammatically perfect. The system has mainly been applied for children’s
stories.[65]

Anubharati (1995), used EBMT paradigm for Hindi to English translation. The
translation is obtained by matching the input sentences with the minimum
distance example sentences. The system stored the examples in generalized
form to contain the category/class information to a great extent. This made the

example-base smaller in size and its further processing partitioning reduces
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the search space. This approach works more efficiently for similar languages
such as among Indian languages. [66]

The Mantra (MAchiNe assisted TRAnslation tool) (1999) translates English
text into Hindi in a specified domain of personal administration specifically
gazette notifications pertaining to government appointments, office orders,
office memorandums and circulars. It is based on the TAG formalism from
University of Pennsylvania. In addition to translating the content, the system
can also preserve the formatting of input word documents across the
translation. The Mantra approach is general, but the lexicon/grammar has
been limited to the language of the domain. This project has also been
extended for Hindi-English and Hindi-Bengali language pairs and also existing
English- Hindi translation has been extended to the domain of parliament
proceeding summaries.[67]

MAT (2002), a machine assisted translation system for translating English
texts into Kannada, has been developed by Dr. K. Narayana Murthy at
Resource Centre for Indian Language Technology Solutions, University of
Hyderabad. Their approach is based on using the Universal Clause Structure
Grammar (UCSG) formalism. The input sentence is parsed by UCSG parser
and outputs the number, type and inter-relationships amongst various clauses
in the sentence and the word groups that take on various functional roles in
clauses. Keeping this structure in mind, a suitable structure for the equivalent
sentence in the target language is first developed. For each word, a suitable

target language equivalent is obtained from the bilingual dictionary. The MAT
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System provides for incorporating syntactic and some simple kinds of
semantic constraints in the bilingual dictionary. The MAT system includes
morphological analyzer/generator for Kannada. Finally, the target language
sentence is generated by placing the clauses and the word groups in
appropriate linear order, according to the constraints of the target language
grammar. Post Editing tool has been provided for editing the translated text.
MAT System 1.0 had shown about 40-60% of fully automatic accurate
translations. It has been applied to the domain of government circulars, and
funded by the Karnataka government. [68]

An English-Hindi Translation System (2002) with special reference to
weather narration domain has been designed and developed by Lata Gore et.
al. The system is based on transfer based translation approach. MT system
transfers the source sentence to the target sentence with the help of different
grammatical rules and also a bilingual dictionary. The translation module
consists of sub modules like Pre-processing of input sentence, English tree
generator, post-processing of English tree, generation of Hindi tree, Post-
processing of Hindi tree and generating output. The translation system gives
domain specific translation with satisfactory results. By modifying the

database it can be extended to other domains.[69]

VAASAANUBAADA (2002), an Automatic Machine Translation of Bilingual
Bengali-Assamese News Texts using Example-Based Machine Translation
technique, has been developed by Kommaluri Vijayanand et. al. It involves

Machine Translation of bilingual texts at sentence level. In addition, it also
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includes preprocessing and post-processing tasks. The bilingual corpus has
been constructed and aligned manually by feeding the real examples using
pseudo code. The longer input sentence is fragmented at punctuations, which
results in high quality translation. Backtracking is used when the exact match
is not found at the sentence/fragment level, leading to further fragmentation of
the sentence. The results when tested by authors are fascinating with quality
translation. [70]

ANGLABHARTI-II (2004) addressed many of the shortcomings of the earlier
architecture. It uses a generalized example-base (GEB) for hybridization
besides a raw example-base (REB). During the development phase, when it
is found that the modification in the rule-base is difficult and may result in
unpredictable results, the example-base is grown interactively by augmenting
it. At the time of actual usage, the system first attempts a match in REB and
GEB before invoking the rule-base. In AnglaBharti-Il, provisions were made
for automated pre-editing & paraphrasing, generalized & conditional multi-
word expressions, recognition of named-entities. It incorporated an error-
analysis module and statistical language-model for automated post-editing.
The purpose of automatic pre-editing module is to transform/paraphrase the
input sentence to a form which is more easily translatable. Automated pre-
editing may even fragment an input sentence if the fragments are easily
translatable and positioned in the final translation. Such fragmentation may be
triggered by in case of a failure of translation by the 'failure analysis' module.

The failure analysis consists of heuristics on speculating what might have
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gone wrong. The entire system is pipelined with various sub-modules. All
these have contributed significantly to greater accuracy and robustness to the
system. [71]

The MaTra system (2004), a tool for human aided Machine Translation from
English to Indian languages currently Hindi, has been developed by the
Natural Language group of the Knowledge Based Computer Systems (KBCS)
division at the National Centre for Software Technology (NCST), Mumbai
(currently CDAC, Mumbai). The system has been applied mainly in the
domain of news, annual reports and technical phrases. This system used
transfer approach using a frame-like structured representation. The system
used rule-bases and heuristics to resolve ambiguities to the extent possible. It
has a text categorization component at the front, which determines the type of
news story (political, terrorism, economic, etc.) before operating on the given
story. Depending on the type of news, it uses an appropriate dictionary. It
requires considerable human assistance in analyzing the input. Another novel
component of the system is that given a complex English sentence, it breaks
it up into simpler sentences, which are then analyzed and used to generate
Hindi. The system can work in a fully automatic mode and produce rough
translations for end users, but is primarily meant for translators, editors and
content providers. [72]

ANUBHARTI-II (2004) has been generalized to cater to Hindi as source
language for translation to any other Indian language, The system used hybrid

Example-based Machine Translation approach which is a combination of
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example-based approach and traditional rule-based approach. The example-
based approaches emulate human-learning process for storing knowledge
from past experiences to use it in future. It also uses a shallow parsing of
Hindi for chunking and phrasal analysis. The input Hindi sentence is
converted into a standardization form to take care of word-order variations.
The standardized Hindi sentences are matched with a top level standardized
example-base. In case no match is found then a shallow chunker is used to
fragment the input sentence into units that are then matched with a
hierarchical example-base. The translated chunks are positioned by matching
with sentence level example base. Human post-editing is performed primarily
to introduce determiners that are either not present or difficult to estimate in
Hindi. [71]

Shakti (2004), is a Machine Translation system from English to any Indian
language currently being developed at Language Technologies Research
Centre, IlIT-Hyderabad. It has already produced output from English to three
different Indian languages — Hindi, Marathi, and Telugu. It combines rule
based approach with statistical approach. The rules are mostly linguistic in
nature and the statistical approach tries to infer or use linguistic information.
Although the system accommodates multiple approaches, the backbone of
the system is linguistic analysis. The system consists of 69 different modules.
About 9 modules are used for analyzing the source language (English), 24
modules are used for performing bilingual tasks such as substituting target

language roots and reordering etc., and the remaining modules are used for

Language in India www.languageinindia.com 679
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




generating target language. The overall system architecture is kept extremely
simple. All modules operate on a stream of data whose format is Shakti
standard format (SSF). [73]

Shiva (2004), is an example based Machine Translation system from English
to Hindi developed at IlIT Hyderabad.[73,74]

English-Telugu Machine Translation System has been developed jointly at
CALTS with IlIT, Hyderabad, Telugu University, Hyderabad and Osmania
University, Hyderabad. This system uses English-Telugu lexicon consisting of
42,000 words. A word form synthesizer for Telugu is developed and
incorporated in the system. It handles English sentences of a variety of
complexity.[74]

Telugu-Tamil Machine Translation System has also been developed at
CALTS using the available resources here. This system uses the Telugu
Morphological analyzer and Tamil generator developed at CALTS. The
backbone of the system is Telugu-Tamil dictionary developed as part of MAT
Lexica. It also used verb sense disambiguator based on verbs argument
structure. [74]

ANUBAAD (2004) , an example based Machine Translation system for
translating news headlines from English to Bengali, has been developed by
Sivaji Bandyopadhyay at Jadavpur University Kolkata. During translation, the
input headline is initially searched in the direct example base for an exact
match. If a match is obtained, the Bengali headline from the example base is

produced as output. If there is no match, the headline is tagged and the
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tagged headline is searched in the Generalized Tagged Example base. If a
match is obtained, the output Bengali headline is to be generated after
appropriate synthesis. If a match is not found, the Phrasal example base will
be used to generate the target translation. If the headline still cannot be
translated, the heuristic translation strategy applied is - translation of the
individual words or terms in their order of appearance in the input headline will
generate the translation of the input headline. Appropriate dictionaries have
been consulted for translation of the news headline. [75]

Hinglish (2004) , a Machine Translation system for pure (standard) Hindi to
pure English forms developed by R. Mahesh K. Sinha and Anil Thakur. It had
been implemented by incorporating additional layer to the existing English to
Hindi translation (AnglaBharti-1l) and Hindi to English translation (AnuBharti-II)
systems developed by Sinha. The system claimed to be produced satisfactory
acceptable results in more than 90% of the cases. Only in case of
polysemous verbs, due to a very shallow grammatical analysis used in the
process, the system is unable to resolve their meaning. [76]

Tamil-Hindi Machine-Aided Translation system has been developed by
Prof. C.N. Krishnan at AU-KBC Research Centre, MIT Campus, Anna
University Chennai. This system is based on Anusaaraka Machine Translation
System architecture. It uses a lexical level translation and has 80-85%
coverage. Stand-alone, API, and Web-based on-line versions have been
developed. Tamil morphological analyser and Tamil-Hindi bilingual dictionary

(~ 36Kk) are the by products of this system. They also developed a prototype of

Language in India www.languageinindia.com 681
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




English - Tamil MAT system. It includes exhaustive syntactical analysis.
Currently, it has limited vocabulary (100-150) and small set of Transfer rules.
[77]

AnglaHindi (2003) , a pseudo —interlingual rule-based English to Hindi
Machine-Aided Translation System, developed by Sinha et. al. at IlIT, Kanpur.
It is a derivative of AnglaBharti MT System for English to Indian languages.
AnglaHindi besides using all the modules of AnglaBharti, also makes use of
an abstracted example-base for translating frequently encountered noun
phrases and verb phrasals. The system generates approximately 90%
acceptable translation in case of simple, complex and compound sentences
upto a length of 20 words. [78]

IBM-English-Hindi Machine Translation System has been initially
developed by IBM India Research Lab at New Delhi with EBMT approach.
Now, the approach has been changed to statistical Machine Translation
between English and Indian languages. [79-84]

English to {Hindi, Kannada, Tamil} and Kannada to Tamil Language-Pair
Example Based Machine Translation (2006) has been developed by
Prashanth Balajapally. It is based on a bilingual dictionary comprising of
sentence-dictionary, phrases-dictionary, words-dictionary and phonetic-
dictionary and is used for the Machine Translation. Each of the above
dictionaries contains parallel corpora of sentences, phrases and words, and
phonetic mappings of words in their respective files. Example Based Machine

Translation (EBMT) has a set of 75000 most commonly spoken sentences
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that are originally available in English. These sentences have been manually
translated into three of the target Indian languages, namely Hindi, Kannada
and Tamil. [79-83]

Google Translate (2007), is based on statistical Machine Translation
approach, and more specifically, on research by Franz-Josef Och. Before
using statistical approach, Google translate was using SYSTRAN for its
translation till 2007. Currently, it is providing the facility of translation among
51 language pairs. It includes only one Indian language Hindi. The accuracy
of translation is good enough to understand the translated text. [Internet
Source: http://translate.google.com/]

Punjabi to Hindi Machine Translation System (2007) has been developed
by Gurpreet Singh Joshan et. al. at Punjabi University Patiala. This system is
based on direct word-to-word translation approach. This system consists of
modules like pre-processing, word-to-word translation using Punjabi-Hindi
lexicon, morphological analysis, word sense disambiguation, transliteration
and post processing. The system has reported 92.8% accuracy. [84]
Sampark: Machine Translation System among Indian languages (2009),
developed by the Consortium of Institutions. Consortium of institutions include
IIT Hyderabad, University of Hyderabad, CDAC(Noida,Pune), Anna
University, KBC, Chennai, IIT Kharagpur, IIT Kanpur, 1ISc Bangalore, IlIT
Alahabad, Tamil University, Jadavpur University. Currently experimental

systems have been released namely {Punjabi,Urdu, Tamil, Marathi} to Hindi
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and Tamil-Hindi Machine Translation systems. The accuracy of the translation
is not up to the mark.[Internet Source:http://sampark.iiit.ac.in]

Yahoo! Bable Fish (2008), developed by AltaVista, is a web-based
application on Yahoo! that machine translates text or web pages from one of
several languages into another. The translation technology for Babel Fish is
provided by SYSTRAN. It translates among English, Simplified Chinese,
Traditional Chinese, Dutch, French, German, Greek, Italian, Japanese,
Korean, Portuguese, Russian, Swedish, and Spanish. [Internet Source:
http://babelfish.yahoo.com/]

Microsoft Bing Translator (2009) is a service provided by Microsoft as part
of its Bing services which allow users to translate texts or entire web pages
into different languages. All translation pairs are powered by Microsoft
Translation (previously Systran), developed by Microsoft Research, as its
backend translation software. The translation service is also using statistical
Machine Translation strategy to some extent [Internet Source:
http://www.microsofttranslator.com/]

Bengali to Hindi Machine Translation System (2009) is a hybrid Machine
Translation system, developed at IIT Kharagpur. This system uses multi-
engine Machine Translation approach. It is based on the unfactored Moses
SMT system with Giza++ (Josef,2000) derived phrase table as a central
element. This system uses dictionary consisting of 15,000 parallel sysnets,
Gazeteer list consisting of 50,000 parallel name list, monolingual corpus of

500K words both from source and target languages, suffix list of 100 Bengali
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linguistic suffixes. The BLUE score obtained during system evaluation is

0.2318. [85]

2.2 Summary

As we have seen in the above discussion the English to Japanese, GAT
(English-Russian), Mark-Il (Russian-English), LOGOS (English-Vietnamese),
SYSTRAN (English-Russian) ,CULT (Chinese mathematics and physics
journals into English), ALP (English into French, German, Portuguese and
Spanish), RUSLAN ( Czech and Russian), CESILKO(Czech to Slovak),
English-Arabic and Punjabi to Hindi Machine Translation Systems have been
developed using direct MT approach for closely related language pairs. Some
of these are very successful and popular Machine Translation systems which
are still operational. Thus, it is concluded that direct Machine Translation
approach is the most appropriate for closely related languages.

Hindi and Punjabi is a case of closely related but distinct languages as these
languages are not mutually intelligible, having distinct orthographies,
independent lexica and number of important structural differences in terms of
syntax. Hindi and Punjabi, being one of the closest pairs of Indo-Iranian
languages, are chosen in this study as a model for translation between any
pair of close languages. They have most parts of their grammar in common
although morphemes and expressions may differ. The use of narration in both

languages is almost the same and a narration can directly be translated. But it
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is not straightforward to translate some phrases, idioms and even some
grammatical structures.

Hence, direct approach is most suitable approach for developing Hindi to
Punjabi Machine Translation System. In the next chapter we will discuss

about the comparative study of Hindi and Punjabi languages in detail.
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Chapter 3

Comparative Study of Hindi and Punjabi

3.1 Introduction

India is a linguistically rich country having eighteen constitutional languages,
which are written in ten different scripts. Indian languages can be broadly
classified into five groups according to their origin and similarity. These are
Indo-Aryan family (Hindi, Bangla, Assami, Punjabi, Marathi, Oriya and
Guijarati); Dravidian family (Tamil, Telugu, Kannada and Malayalam); Austro-
Asian family and Tibetan-Burmese family and Andamanese (Jha, 2005).
Many of them are structurally similar called sibling languages. Within each
group, there is high degree of structural similarity. With some efforts effective
mapping rules can be created amongst languages within the same group.
Indian languages are inflectional with a rich morphology, relatively free word
order, and default sentence structure as SOV (Subject Object Verb). It is
believed that Machine Translation systems can be developed with less effort

and using direct approach between sibling language pairs. [85]

In this chapter, we will discuss the comparative study of the language pair of
our Machine Translation system i.e. Hindi and Punjabi. Our motive of
comparative analysis is to sort out the closeness between Hindi and Punjabi
from Machine Translation point of view and to make the base for deciding

about the appropriate approach to be followed for development of our
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Machine Translation system. By analysis we mean the identification of
bilingual rules for source language and target language so that the transfer of
source language to target language can be performed by computers
successfully. In order for MT systems to work, source and target languages
must be fully analyzed. This kind of study, however, is not adequately covered
by theoretical linguistics. V. Geethakumary [86] states that if the source
language and the target language both have significantly similar linguistic
features on all the levels of their structures then the first step to be adopted is
that both languages should be analyzed independently. After the independent
analysis, to sort out the different features of the two languages, comparison of
the two languages is necessary. The present study has been undertaken
keeping in view the Machine Translation system being developed for
languages from Hindi to Punjabi. This is not a complete analysis, but rather a
comparison to give some idea about Hindi and Punjabi grammar. It covers
main aspects of Hindi and Punjabi languages. Details of both Hindi and
Punjabi grammar can be found in Michel [87] and Singh and Singh [88]
respectively. Following sections will discuss about the comparison between
the Hindi and Punjabi Language on the basis of orthography and grammar.
This chapter also discusses these languages from Machine Translation point

of view.

3.2 Comparison between Hindi and Punjabi Language On the basis of

Orthography: [87-102]
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3.2.1 Family and Status:

Hindi and Punjabi languages belong to the same subgroup of the Indo-
European family i.e. Indo-Aryan family of the languages. Hindi and Punjabi
are spoken by about 577 million people and 100 million people all over the
world respectively. Hindi and Punjabi have been ranked 4" and 11" widely
spoken language in the world respectively (Ethnologue, 2009). In India, Hindi
has been accorded the status of ‘official language’ by the central government
for use for most administrative purposes, and Punjabi being the official
language of the state the Punjab and has been accorded the status of ‘official
language’ by the Punjab government for use for most administrative
purposes. Both the languages have originated from Sanskrit (Masica 1991).
Punjabi language is mostly used in the region of Punjab, Haryana, Delhi,
Himachal Pardesh, Jammu & Kashmir and in some areas of Pakistan namely
Punjab, Sindh and Blochistan. On the other hand, Hindi is a national language
of India and is spoken and used by the people all over the country. But the

main regions are Haryana, Uttar Pardesh, Rajasthan, Bihar and Chattisgarh.

3.2.2 Script

3.2.2.1 Devanagari script:

Hindi Language is written in Devanagari Script. It is written Left-to-Right. The
Devanagari script, used for writing Sanskrit and other Indian languages had
evolved over a period of more than two thousand years. Devanagari emerged

around 1200 AD out of the Siddham script, gradually replacing the earlier,
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closely related Sharada script (which remained in parallel use in Kashmir).
Both are immediate descendants of the Gupta script, ultimately deriving from
the Brahmi script attested from the 3rd century BC; Nagari appeared in
approx. the 8th century as an eastern variant of the Gupta script,
contemporary to Sharada, its western variant. The descendants of Brahmi
form the Brahmic family, including the alphabets employed for many other
South and South-East Asian languages.

Nagari is in Sanskrit the feminine of nagara. The feminine form is used
because of its original application to qualify the feminine noun lipi "script".
There were several varieties in use, one of which was distinguished by
affixing deva "divine, deity" to form a tatpurusha compound meaning the
"divine urban(e) [script]". However, the widespread use of "Devanagari” is a
relatively recent phenomenon; well into the twentieth century, and even today,
simply "Nagari" was (and is) also in use for this same script. The rapid spread
of the usage of "Devanagari" seems also to be connected with the almost
exclusive use of this script in colonial times (particularly by European
scholars) to publish works in Sanskrit (held by many to be the language of the
gods), even though traditionally nearly all indigenous scripts have actually
been employed for this language. This has led to the establishment of such a
close connection between the script and Sanskrit that it is erroneously widely

regarded as "the Sanskrit script" today.

3.2.2.2 Gurmukhi Script:
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A unique feature of Punjabi is that it is written in two mutually
incomprehensible scripts. In India Punjabi language is written in Gurmukhi
script, while in Pakistan it is written in Shamukhi (Urdu) script. Gurmukhi script
is written Left-to-Right and Shahmukhi is written right-to-left. Gurmukhi Script
derived from the Sharada script and standarized by Guru Angad Dev in the
16" century, was designed to write the Punjabi Language (Gill, Gleason,
1963). The word Gurmukhi is commonly translated as “from the mouth of
Guru”. However, the term used for the Punjabi script has somewhat different
connotations. The opinion given by traditional scholars is that as the Sikh holy
writings, before they were scribed, were uttered by the Gurus, they came to
be known as Gurmukhi or the “Utterence of the Guru”. And consequently, the
script that was used for scribing the utterence was also given the same name.
However, the prevalent view among Punjabi linguists is that as in the early
stages the Gurmukhi letters were primarily used by Gurmukhs, or the Sikhs
devoted to the Guruy, the script came to be associated with them. Another

view is that as the Gurmukhs, in accordance with the Sikh belief, used to
meditate on the letter 2, T, a1, I which jointly forms =Jarg or God in Sikhism,

these letters were called Gurmukhi or the “Speech of the Gurmukhs”.
Subsequently, the whole script came to be known as Gurmukhi.

Like most of the north Indian writing systems, the Gurmukhi script is a
descendent of the Brahmi script. It is believed that Gurmukhi script was
invented by the second Sikh Guru, Guru Angad Dev, However, it would be

correct to say that script was standarized rather than invented, by the Sikh
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Gurus. E.P. Newton (Panjabi Grammar, 1898) writes that at least 21
Gurmukhi characters are found in ancient manuscripts: 6 from 10" century, 12
from 3" century BC and 3 from 5" century BC. Apparently, the first Sikh Guru,
Guru Nanak Dev also used the Gurmukhi script for his writings. The usage of
Gurmukhi letters in Guru Granth Sahib meant that the script developed its
own orthographical rules. In the following epochs, Gurmukhi became the
prime script applied for literary writings of the Sikhs. Later in the 20™ century,
the script was given the authority as the official script of the Eastern Punjabi
Language. Meanwhile, in western Punjab, a form of the Urdu script, known as

Shahmukhi is still in use.

3.2.3 Consonants:

3.2.3.1 Basic Consonants

There are thirty three basic consonants or consonant-like graphs in
Devanagari script and thirty- five in Gurmukhi scripts which are as follows.

Table 3.1: Basic Consonants in Devanagari

Fk g kh Tg g gh sn
gc & ch o j ST jh 3 A
Tt 3 h sd @ ¢h T n
dat g th ad ¢ dh an
9p % ph gb & bh Am
qy Tr o | dqv
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e’ sh ¥ sh gs gh
Table 3.2: Basic Consonants in Gurmukhi

Fk Y kh dig W gh EXY
gc 8 ch Hj ¥ jh i
ot S th 3d < ch T
3t H th =d g dh an
Up < ph =) g bh Hm
Wy Jr 3| <V Hs
Ir 151 " a g Jh

In addition to basic consonants, there are other consonants that are formed

with some of the basic consonants supplemented with a dot diacritic. In

Devanagari script these are & (k), @ (kh), T (g), T (2), ® (f), & (+) and in
Gurmukhi script, these are ¥ (k4), @1 (g), 7 (2), € (), 7 (sh). There is one more

such consonant & () in Gurmukhi script. But it is not much frequent in

clusters. It was a proposal to distinguish consonant & (I) O from & (/) by

adding a dot diacritic like that used to distinguish H (s) from H (sh). This

however has met with no acceptance and is seldom if ever used.

Language in India www.languageinindia.com 693
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




3.2.3.2 Dead and Live Consonants:

Devanagari employs a sign known in Sanskrit as the virama or vowel
omission sign. In Devanagari and Gurmukhi both, it is called hal or halant, and
that term is used in referring to the virama or to a consonant with its vowel

suppressed by the virama. The virama sign (<) nominally serves to cancel (or

kill) the inherent vowel of the consonant to which it is applied. When a
consonant has lost its inherent vowel by the application of virama, it is known
as a dead consonant; in contrast, a live consonant is one that retains its

inherent vowel or is written with an explicit dependent vowel sign.

3.2.3.3 Consonant Conjuncts:

The Indic scripts are noted for a large humber of consonant conjunct forms
that serve as orthographic abbreviations (ligatures) of two or more adjacent
letterforms (Michael, 1986). This abbreviation takes place only in the context
of a consonant cluster. An orthographic consonant cluster is defined as a
sequence of characters that represents one or more dead consonants

followed by a normal, live consonant letter.

In Devanagari, we have four consonant conjucts namely 3 (S +37 ), & (% +91),

T (A ), AT +I).
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In Gurmukhi, only three types of conjunct consonants are used. In all bases, a

modified form of the second consonant is subjoined to the unaltered form of

the first. In the first type, a form of J(h) is subjoined. The following table shows

the common combinations.

Table 3.3: Conjuct Consonants

Base Form Devanagari Equivalent Example
3 () 3 (rh) g(r) y3 (parh)
3 (n) & (nh) == nham &9 (nhér)
3 () 3 (Ih) = (Ih) o (Iha)
H(m) | ¥ (mh) % (mh) A7 (mhairs)

In second type of conjunct, a form of J (r) is subjoined to certain consonants,

most commonly stops. These occur only in tatsamas (Those words that are

directly borrowed from Sanskrit with little or no phonetic alteration) like Y93 , @

, § etc. In Devanagari, when T is served as the second member of a cluster, it
is indicated by a small diagonal slash (going in the opposite direction from that
of the virama) written under the sign for the first member of a conjunct: #,
T =9

Similarly, in Devanagari, when T is served as the first member of a conjunct,
the sound is indicated by a small hook placed on the top of the rekha for the

second consonant: &, ¥, ¢, #. This hook is deferred until after any matra

written to the right side of the conjunct like =ff, =T.
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In third type of conjunct, a form of € is subjoined. For example: 7L in

Gurmukhi is written as ¥ in Devanagari, Similarly 73 (svar) in Gurmukhi is

written as ¥¥ (svar) in Devanagari.
Several Devanagari conjuncts are so irregular as to prelude the immediate

recognition of their components. The most important of these are <F, &,
,2,4,3. The consonant <T has a special combining form = that is often used
in place of ¢f in some clusters.(e.g. =, =) . Slightly irregular conjuncts exist in

which g stand as the first element (e.g. =1 &, & ,&T, &9).

3.2.3.4 Geminate (Doubled) Consonants:

In Gurmukhi, gemination is written by the sign < (addak) above and before the

consonant to be doubled. In Devanagri, doubled consonant cluster,
gemination is written by writing the first component of the consonant cluster
as the truncate form of the consonant (which is frequently built from the
independent version of the latter consonant by the deletion of the vertical bar
that appears on the right side of many Devanagri characters and the second

component of the consonant cluster is, the unaltered full symbol for the

second consonant. For example: Y&l (pakki) (Jait (packi) in Gurmukhi),

Tl (kaccd) (A9 (kaccd) in Gurmukhi).  Similarly, in Gurmukhi, clusters of

unaspirated stop plus homorganic aspirate stops are written by use of
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={](addak) before the letter for the aspirate. In Devanagari, this cluster is

written with the short form of unaspirated stop plus full form of homorganic

aspirate stop. For example: 37T&T (W&' in Gurmukhi), 9F& O in

Gurmukhi).

In a small number of cases, the components of a consonant are sting out in a

horizontal line (e.g. ==1) , arranged vertically or juxtaposed in some less

regular manner ( &, §) . Similarly in the Gurmukhi two geminates /nn/ and

/mm/ are written with /tippi/ (). For example: Y&T (=T in Devanagari), UH"

(9FAT in Devanagari). It must be noted that there are no short forms in

Gurmukhi like in Devanagri for consonants. So, while transliterating the short

from of Hindi consonant, it is transliterated into full form of that consonant in

Gurmukhi like #HI«T (magn) in Devanagari will be transliterated into HJl&

(magn).

3.2.4 Vowels:
Both the Scripts possess two different forms for each of the vowels- Full form
and short form.

3.2.4.1 Full form:
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In Devanagari, a full form is employed for a vowel that does not immediately
follow a consonant or consonant cluster, i.e. in word-initial position or when
the second of a sequence of vowels. Whereas in Gurmukhi, when a vowel is

not preceeded by a consonant, it is written with one of the three vowel bearers

- consonant like sign — €, W, € indicating the absence of consonant.

3.2.4.2 Short form (or matra):

In Devanagari, short form is used when the vowel immediately follows a
consonant or consonant cluster. These short forms consist of lines, hooks or
combination of both above, below or to the side of the consonantal
characters. These vowels are written around (that is, below, above, to the
right, and to the left) the consonant signs.

In Gurmukhi, there are 10 vowel characters, 9 vowel symbols, 2 symbols for
nasal sounds and 1 symbol that duplicates the sound of a consonant (Malik
2006, Malik 2005) Whereas in Devanagari, there are 11 vowel characters, 10
vowel symbols, 2 symbols for nasal sounds.

Following table shows both the above form of vowels for both the scripts and
their correspondence in the Devanagari and Gurmukhi scripts:

Table 3.4: Vowels in Devanagari and Gurmukhi

Devanagatri Gurmukhi
Short Form Full Form | Short Form Full Form
No Sign 37 (a) No Sign ni(a)
o7 (8) 31(a8) 7(8) (&)
() 5 () fix(i) fe ()
(D) 50 0 g0
Language in India www.languageinindia.com 698

10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation



3(u) 3 (u) @ (u) g (u)
2(0) EX@) ¢ (a) g ()
2(8) T (8) 3 (8) 2 (6)
3(ai) ¥ (ai) 3 (ai) W (ai)
<1(0) 31(0) 2 (0) € (0)
RC) 3il(au) & (au) v} (au)
2 (N % (1) .
<(m) --- &< (m) -
S(m) &< (m)
Conjunct o

3.2.4.3 Inherent ‘a’:
One vowel, ‘@’ has no special short form. The absence of a matra adjacent to
a consonant suffices to indicate the presence of this vowel. At the end of a

word, the inherent a is not normally vocalized.

3.2.4.4 Nasalized vowels:

The two signs are used for nasalization. In Devanagari, anusvara (< /77) and

anunasika (& m) also called candrabindu. Indian grammarians have

formulated elaborated rules describing when each of these is used.In practice,
the distinction between the two notations is often not observed. The first of

these, anusvara is always used when the vowel marking (whether short or

long form) protrudes above the rekha (e.g. §, U@, #f). With other vowel
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signs, both anusvara and anunasika can be used (e.g. 31‘6 (mumh) / Ji%’

(mush), 3@ (arkh) /31T@ (arkh)), although some writers take care to

consistently employ only anusvara in all contexts.

N A ~ n

Whereas In Gurmukhi, bindu () is used with T, g, h, »f o}, or, &, 3, 3, 3, &,

€ and tippi (*) is used with €, €, &, Wi, o, ¢, fE, fo.

3.2.5 Punctuation Marks:

Only viraama (| ) or a double vertical line (1) was used in traditional writing for

marking end of sentence and the end of a verse respectively for both
Devanagari and Gurmukhi scripts. In modern writings, period, comma,
hyphen, semicolon, exclamation sign, question mark and dash have also
been used. In the ancient Punjabi, the use of double dandi was customary at
the end of the sentences but in contemporary Punjabi, only single Dandi is

used.

3.2.6 Abbreviation:

Abbreviations are formed in Hindi by the use of either a small circle (e)or a dot

after the first syllable of the word to be abbreviated: @Y. (pré.), 3. (da.), 3. (i-),
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9. (pd-) whereas in Gurmukhi Script, sign () is used to mark abbreviation like

J:(pro:), 3" ().

3.2.7 Numerals:
Following chart shows the correspondence between the numerals of both the
scripts:

Table 3.5: Numerals in Devanagari and Gurmukhi

Devanagatri Gurmukhi

o o

o
~0

PO IN |G ML || W
| | O M| C| < | W | N

3.2.8 Alphabetic Order:
The alphabetic order of Devanagari is a model of logic and rational design,
reflecting a keen understanding of the phonetic properties of the sounds

designated by the various characters in the system. In Devanagari, vowels
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precede consonants with the latter divided up into groups containing stops
and nasals, semi vowels, sibilants, and h respectively.

The full alphabetic order of Devanagari as used for Hindi is as follows:

HINMSSIFHUTANFFR T @) T(AMNISTGTAATNCSSTUITT

AT ATFTHAIIAT AVHE

The full alphabetic order of Gurmukhi as used for Punjabi is as follows:

M RS GG e EN AT T ITIYS U AN Y ECSITEI HEUSY

CCHIHUITHE ST

In Hindi, sequence under each consonants is the letter without any symbol,

then followed by vowel symbols <, fiz, <&, o, o &, & of, <}

’ "'Q"a '~

In Punjabi, Sequence under each consonants is the letter without any symbol,

~ B N by

then followed by vowel symbols <, f, <, @, o, 3, 3, &, &

3.3. Comparison between Hindi and Punjabi on the basis of grammar

[87-102]

3.3.1 Nouns

Nouns in Hindi and Punjabi are highly inflected. Hindi and Punjabi both have
two genders (masculine and feminine), two numbers (singluar and plural)
whereas Hindi has three cases (direct, oblique, and vocative) and Punjabi has

five cases (direct, oblique, vocative, ablative, and locative/instrumental). The
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latter two cases in Punjabi are essentially now vestigial: the ablative occurs
only in the singular, in free variation with oblique case plus ablative
postposition, and the locative/instrumental is confined to set adverbial
expressions.

Nouns in Hindi can be further divided into declensional subtypes, Class |
(marked/definite) and Class Il (unmarked/indefinite), with the basic difference
being that the former has characteristic terminations in the direct singular
while the later does not. While Punjabi Nouns may be further divided into
extended and unextended declensional subtypes, with the former
characteristically consisting of masculines ending in unaccented -& and

feminines in -I.

3.3.2 Adjectives

In Hindi and Punjabi both, adjectives are of two basic kinds,
declinable/inflected and indeclinable/uninflected. Declinable adjectives agree
with the nouns they modify in gender (masculine vs. feminine), number
(singular vs. plural), and case (direct vs. oblique). Indeclinable adjectives
possess but a single form when modifying nouns of different genders,
numbers, or cases. Indeclinable adjectives are completely invariable, and can
end in either consonants or vowels (including @ and 7). These adjectives do
not end in any characteristics sound or series of sounds.

Table 3.6 : Declinabale and Indeclibale Hindi Adjectives

Declinable Indeclinable
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Hindi | sremkala), 3resiaccha), | GeX(sundar), @1a(kharab),

38T(thanda) etc. aRY(bhar) etc.

Punjabi | gmsv(kal3), dTar(cariga), | RIeT(sohna) 93 = (kharab),

&% (thangha) etc. FI(bhari) etc.

3.3.3 Postpositions

Postpositions denote the relation of noun, pronoun, or verb with the other
components of sentence. It is the use of postpositions with a noun or verb that
necessitates the noun or verb taking the oblique case. Hindi and Punjabi both
have core and compound postpositions. Core postpositions are also known as

one word primary postpositions. For example: Some of the core postpositions

in Hindi are &, &I, &, @I, &, W, #, de, ¥ and in Punjabi are T, T, §, &,
€3, f@9, 39, 3. Compound postpositions are composed of the genitive

primary postposition plus an adverb. These postpositions follow their oblique

targets either directly or with the inflected genitive linker. For example: Some

of the compound postpositions in Hindi are & T, & TTY, & T, T Ygor

and in Punjabi are © 39, € &% etc.

3.3.4 Pronouns

Hindi and Punjabi languages both have personal pronouns for the first and

second persons, while for the third person demonstratives are used, which
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can be categorized as proximate and non-proximate. Pronouns distinguish

three persons (first, second, and third), two numbers (singular and plural), and

two cases ( direct and oblique), though not gender.

Table 3.7: Hindi and Punjabi Pronouns

Pronouns | First Second Person Third Third
Person Person Person
(Proximate) | (non-
proximate)
Hindi #Hmaim), |qta), dF (tum), | TE(yah), I |dg(vah), T
g7 (ham) | 379 (ap) (ve) (Vé)
Punjabi Hmaim), | 3tam)3F(tusim) | g (ih) €3J(h)
WH (asim)
3.3.5 Verbs

In both Hindi and Punjabi, the major grammatical categories that structure the
verbal system are those of aspect and tense. The term aspect is to be
understood as indicating the nature of the action of a verb as to its beginning,
duration, completion, or repetition, but without reference to its position in time.
There are three grammatical aspects, the habitual, the progressive (or
continuous), and the perfective. Verbal forms indicating one of these aspects
is usually further specified for one of four tenses, i.e., the present, past,

presumptive, and subjunctive. Like the nominal system, the Hindi and Punjabi
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verbs involve successive layers of (inflectional) elements to the right of the
lexical base.

Compound verbs, a highly visible feature of Punjabi and Hindi grammar,
consist of a verbal stem plus an auxiliary verb. The auxiliary (variously called
"subsidiary”, "explicator verb", and "vector") loses its own independent
meaning and instead "lends a certain shade of meaning” to the main/stem
verb, which "comprises the lexical core of the compound”. While most verb

can act as a main verb, there is a limited set of productive auxiliaries. For

example, Some of verbs in Hindi are I&T(rahna), 8l=1(hona), ST=IT(jana), ST

(déna) and in Punjabi are 3fJe" (rahipa), I€F (héna), A" (jana), ©=T(déna) etc.

3.3.6 Sentence Structure

Hindi and Punjabi both are SOV (Subject Object Verb) and free order
languages. Structurally both Hindi and Punjabi languages are same. In both
languages, sentence is comprised of Subject and Predicate. In both
languages, the basic elements are Kaaraka. Both have eight numbers of

Kaaraka which by combining with each other create a sentence. The general

sequence for transitive Sentence is Karta, Karam , Kria e.g 31011 ©@d # &IAT
& (ganésh khét mém sota hai) and for intransitive sentence is karta, kriya e.g.

IO TS (ganésh bhaga). In both languages the relation between kaarka’s
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are shown by postpositions. Total eight part-of-speeches are recognized in
both Hindi and Punjabi. Beside this, both have same types of Nouns,

Genders, Number, Persons, Tenses and Cases.

3.3.7 Vocabulary

Joshan and Lehal [84] carried out an experiment to find out the total number
of words which use the same alphabets and vowel/vowel sounds and convey
the same meaning in both languages. Results showed that about 8% of
source language words come under this category. This provides an idea of
the overlap of vocabulary across languages. Hence for this study, it
strengthens the fact of close relationship between Hindi and Punjabi
languages. Moreover, it gives boost to the idea of using transliteration of

source text as last option.

3.4 Comparison of Hindi and Punjabi from Machine Translation point of

view [87-102]

3.4.1 Language Structure (Syntactic Vs Analytic)

Hindi is both analytic and syntactic in nature. Thus, it is not a purely analytic in
nature. It may cause a problem while translating text from Hindi to Punjabi. It

can lead to an unacceptable output if left un-dealt.

3.4.2 Ambiguity
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Ambiguity is one of the major NLP problems which have been a great
challenge for computational linguists. In general, people are unaware of the
ambiguities in the language they use because they are very good at resolving
them using context and their knowledge of the world. But computer systems
do not have this knowledge, and consequently do not do a good job of making
use of the context.

Something is ambiguous when it can be understood in two or more possible
ways or when it has more than one meaning. If the ambiguity is in a sentence
or clause, it is called structural (syntactic) ambiguity. Following example

shows the structural ambiguity in Hindi:

ARG o WTd g AR &I gohaT (parmod né khaté hué cor ko pakra)

This sentence can be interpreted in two ways viz. Parmod caught the thief
while eating or Parmod caught the thief when the thief was eating.
Lexical ambiguity also known as word level ambiguity is a problem in

translating Hindi to Punjabi. In Hindi, lexical ambiguity has been found in

Nouns, Verbs, and Postpositions etc. The postposition & in Hindi can be

translated into number of Punjabi postpositions like 3, § fAd, a9 and &8

depending upon the usage of & in the sentence. Similarly in Verb, like ST

can be translated into /€™ and HenT. Similarly in case of proper nouns, like

9hI? (prakash) can be translated into Yo' (prakash) or 976 (canan).
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To illustrate more, consider the following sentence:

A A @TIET & | (ram am kha raha hai)

In the above example, word 31TH in the sentence is lexically ambiguous. Its

meaning can be interpreted in two ways — mango (a fruit) and usual (an

adjective) as in following examples:

Usage as Noun: dIdr 98 UX s 313 @ 8T & (t6ta pédh par baithakar am

kha raha hai)

Usage as Adjective: 08 IRT & AT 311 o100 § S IR & f@ed 3uceraa &
(ais€é corom sé milna am bat hai j6 cori ké khailapha updésh dété haim)
3.4.3 Gender disgreement

During translation, sometimes correct gender of a word is not reflected in the

translated language and it causes gender disagreement with verb/postposition

in the target language. For example, If we translate the sentence 38! fordrer

aIfgT (usko kitab cahié) using direct approach, it will be translated to €H&
fasrg Tdter I (usniam kitab cahida hai). Here the word fRdTe (kitab) is

feminine in nature and thus translation of verb @Tf@T (cahié) in the sentence
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must agree with the feminine nature of fhdTel (kitab) and thus be translated

into Tt I (cahidr hai).

3.4.4 Problems in Identifying Proper Nouns

The problem arises when a word in Hindi Sentence which is used as proper
name of a person, is translated by the system instead of transliterating it.
Such words are required to transliterate rather than translation. For example

consider following sentences

&lueh MIT gl g7 (dipak goyal kaham hai?)
The word &I9e (dipak) can be translated to €I<T (diva). But in this sentence,

the word &r9e (dipak) has been used as a proper noun and thus, must be
transliterated to ©US (dipak) instead of translated to €t<" (div4). This problem

is also known as Named Entity Recognition. Thus, Named Entity
Recognition(NER) problem is a subtask of information extraction that seeks to
locate and classify atomic elements in text into predefined categories such as
the names of persons, organizations, locations, expressions of times,

guantities, monetary values, percentages, etc.

3.4.5 Problem related to Collocations
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Collocation is two or more consecutive words with a special behavior.
(Choueka: 1988). Collocation means those combinations of words in Hindi
that cannot be translated word to word and such combinations of words have
different word in group rather than their individual. These groups of words
have a special behavior. The meaning of the collocation can not be predicted

from its parts, there is usually an element of meaning added to the parts of

collocation. For example, the collocation 3d% 92T (uttar pradésh) if translated

word to word, will be translated as A< d'™H (javab rgj) But it must be

translated as €39 YTH (uttar pradésh). Thus, special attention is needed for
such combinations of words in Hindi Langauge.
3.4.6 Problems related to Foreign Words

Modern Hindi includes number of foreign words that are adopted from other
languages. These words do not have any meaning in Hindi language and is

propagated as such to Punjabi language while translating. So, these words

are treated as unknown words and must be transliterated. For example: fohehc

(krikét), FT (maic), STThe (jakét) etc.

3.4.7 Spelling variations
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The Cambridge Dictionary defines spelling as 'forming words with the correct
letters in the correct order’, or the ability to do this where variation is
'difference’ or 'deviation' in the structure. The existence of the variants does
not make much of the difference to the common person who is using the
language because it does not come on the way of proper communication of
the message but it is much important in case of Machine Translation. The
major reasons for spelling variations in language can be attributed to the
phonetic nature of Indian languages and multiple dialects, transliteration of
proper names, words borrowed from foreign languages, and the phonetic
variety in Indian language alphabet. [105]

For example, Following are the possible spelling variations for the Hindi word

37 (arigréji):

3.5 Conclusion

In this chapter we have tried to compare Hindi and Punjabi language from the
point of view of orthography, grammar and Machine Translation. This study is
by no means an exhaustive one. This study was primarily aimed at knowing
the closeness between both the languages and thus, to find the appropriate
approach for the development of Machine Translation.

We call a language pair to be closely related if the languages have the

grammar that is close in structure, contain similar constructs having almost
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same semantics, and share a great deal of lexicon. By closely related
languages, we also mean inllectively and morphosyntactically similar
languages. Some linguist define closeness between the languages on the
basis of features viz. common root, similar alphabets, similar verb patterns,
structural similarity, similar grammar, similar religio-cultural and demograpohic
contexts and references, a similar clearly displayed ability to blend with
foreign tongues . Generally, such languages have originated from the same
source and spoken in the areas in close proximity.

Hindi and Punjabi belong to same sub group of the Indo European
family, thus are sibling languages. We have also observed that Hindi and
Punjabi languages share all features of closely related languages. For such
closely related sibling languages, effective translation can be achieved by
word-for-word translation (Hajic et al., 2000) [90]. Thus, it is concluded that
direct Machine Translation approach is promising for closely related

languages Hindi and Punjabi.
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Chapter 4

Pre Processing Phase

The present and the next chapter discuss the design and implementation of
the algorithms and structures that formulate our Hindi to Punjabi Machine
Translation system. For all the activities, the design of the databases used, if
any, along with some sample entries from the databases and the approach
followed for that activity have been discussed in detail. While describing the
design of the databases used, only the fields or databases directly concerned
with performing the activity under consideration have been provided. There
may be some additional fields or databases used for proper functioning of this
Machine Translation system but have virtually no impact on describing the
approach, thus, description of such databases or fields have been avoided. All
the activities of this Machine Translation system have been implemented in
ASP.Net and their databases are in the MS-Access with Hindi and Punjabi
text in Unicode format. This Machine Translation system accepts Hindi text as
input and provides output in Gurmukhi script in Unicode.

This chapter provides first activity pre-processing of our Machine Translation
system. The remaining activities have been detailed in the next chapters.
Chapter 1 has already presented the complete design of this Machine

Translation system.

4.1 Introduction
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The preprocessing stage is a collection of operations that are applied on input
data to make it processable by the translation engine. In the first phase of
Machine Translation system, various activities incorporated include text
normalization, replacing collocations and replacing proper nouns. Figure 4.1

presents the design of this pre-processing system in more detail.

Input text
Text Normalization B Text Normalization
= Information
Replacing Collocations ~ Collocations
= Information
Replacing Proper Nouns P Proper Nouns
N Information

Text after Pre Processing Phase and ready for
Translation Engine

Figure 4.1: Pre-processing System Design
The four sub-activities of pre-processing system shown in Figure 4.1 are

explained in the following sub-sections.

4.2 Text Normalization
Spelling conventions are an important feature of any language that is written.

The Cambridge Dictionary defines spelling as 'forming words with the correct
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letters in the correct order’, or the ability to do this where variation is
'difference’ or 'deviation' in the structure. The existence of the variants does
not make much of the difference to the common person who is using the
language because it does not come on the way of proper communication of
the message but it is much important in case of Machine Translation. This sub
phase works on spelling standardization issues, thereby resulting in multiple
spelling variants for the same word. The major reasons for this phenomenon
can be attributed to the phonetic nature of Indian languages and multiple
dialects, transliteration of proper names, words borrowed from foreign
languages, and the phonetic variety in Indian language alphabet. The variety
in the alphabet, different dialects and influence of foreign languages has
resulted in spelling variations of the same word. Such variations sometimes

can be treated as errors in writing. For example, Following are the possible

spelling variations for the Hindi word 3{3ISir (arigréji):
But out of these above possible spelling variants, only following are found in

the Hindi corpus along with their frequency of occurrence:

Table 4.1: Frequency of Occurrence for Possible Spelling Variants of

Word 3Tl

39S (arigrejy | 8:037%
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3RS (arigrejn) | 4-945%

Following rules specific to Hindi language have been framed which can
handle such variations, which could result in more precise performance and
for making the input text normalized for better accuracy:

Table 4.2: Text Normalization Rules

Rule No. | Rule Example

1. Chandrabindu (a half-moon with a dot) | (i) 3fRaT (arigréja),
and bindu (a dot on top of alphabet) |
3RS (arigréja)

can be used interchangeably.

(i) &I (lafc), <

(lanc)
2. There are five consonant characters | (i\3a¥sf(arigréja),
with nukta (a dot under consonant) viz. |
313 (arigré))

%, d, 9 SF, . With this rule, all
(i) ®Ier (photd), HIer

consonants with nuktas and these

consonants without nukta will be | (phadfd)

considered same. (iii) AT (tg)), AT (t&ja)
3. Hindi and many other Indian | (\emEmars(bhagvan),
languages face the problems of
, HITdTT (bhagvan)

'schwa' (the default vowel 'a' that

occurs with every consonant) deletion. | (ii)319RsT (agaraj),
Lots of spelling variations occur due to _
. . 31rST (agraj)
'schwa’ deletion. In order to normalize
such words we delete all the halanth | (iii)3Te8Y (aksar),
characters in the given word to

_ _ haY(akasar)
generate spelling variant.
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(iv)TRHfeH

(narké fik),sTepiTes
(narkofik)
4. ‘Bindww and ‘@ can be wused|() @Heo(kanth), S
interchangeably. (kanth)
S. ‘Bindu' and ‘' can be wused|() 3@g(ambu), 37§

interchangeably for words having ‘& | (ambu)

before the labial consonants like | M 9 (pamp), 99

9,d,%,H,d in the word. (pamp)

6. There is one supplemental sound | ()  3RHEd:(akrmat),

occasionally encountered in Hindi. This

K
is the ‘Visarga’, noted in devanagari by 3ishHd (akrmat)

the sign (‘=¥). This sign appears only | (i) 37dd:  (antat:),

in tatsama vocabulary items. The | 3/dd (antat)

words having sign (‘') can also be

written without it and is treated

equivalent.

7. Sometimes in place of ‘§/'0T/ ‘5T in the | (i) I39M(gaririga),

words, Chandrabindu (a half-moon I[M(gariga)
with a dot) / bindu (a dot on top of ) ) o
alphabet) can be used and are equally (i) (brang), sits

correct. But it is very rare. (brand)
(iii) I3TSTT (pafija),ast

(panja)

8. S and <A cane be used| (i) =S (na), T (nayi)

Language in India www.languageinindia.com 718
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




interchangeably in words.

9. ‘T and

Y can

interchangeably in words.

be used | (i) forT (lig), T (liyé)

Analysis:

An exhaustive analysis has been done on large Hindi corpus collected from

number of online resources for finding most useful rules among above

mentioned rules. The Hindi Corpus used for analysis consists of about

1,00,000 words.

As it has been mentioned earlier that there can be a large number of possible

spelling variations for a particular word depending upon the above rules, but

in real data, among these variations, very less spelling variations are found.

Only 1.492% words show the variations in their spellings. Following Table

shows that out of these 1.492% words, percentage of words having one, two

or three variations:

Table 4.3: % Word Occurrence with Spelling Variation Count

Number of variants

Words (%)

Example

1 99.985 ST&Id (jardrat), T8I (jarurat)

2 0.010 | 3faRh (arigraji) 3iarst
(@rigréji), 31 (@rigréji)

3 0.005

% (phark), % (phark), %

(phark), ®Ih (phark)
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Thus, above table represents that, the variations found for majority of the
words is just 1 and in worst case, it can go up to 3. And no case has been
found with more than three spelling variants.

Following graph represents the importance and usage of different rules during

analysis:

100
90 A
80 -
70 A
60 -
50 A

% Usage

30 A
20 A
10 ~

Rule No.

Figure 4.2: Analysis of % Usage of Various Text Normalization Rules
The above graph shows that Rule No 1 and 2 have maximum applicability
and rests of the rule are seldom used. Rules other than 1 and 2 are also
contributing in standardization but their role is limited.

It is found that only 7.45% text was standardized using the above rules.
Following graph shows the analysis of the contribution of various rules Vs the

number of words standardized:
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100
90 A
80 -
70 A
60 -
50 A
40
30 A
20 A
10 ~

Percentage of words
standarized

Figure 4.2: Analysis of Contribution of Text Normalization Rules
Majority of the standardization is done on the basis of the rules 1 and 2. Rest

of the rules play very limited roles.

Database design:
Table 4.4 carries the design of the database used for storing information

about text normalization.

Table 4.4: Text Normalization Database Design

Field Name Description

nonstandardwWord Stores the non standard Hindi words

nswFreq The frequency of the non standard word in the
corpus analysed

standardWord Hindi Word with standard spellings

swFreq The frequency of the standard word in the
corpus analysed

Sample database entries:

Table 4.5: Sample Entries of Text Normalization Database

Language in India www.languageinindia.com 721
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




nonstandardWord |nswFreq |[standardWord swFreq
hea (phailm) 104 fe# (philm) 2165
gToATfah (halarki) 1486 Tt (halarii) 3120
gl (ham) 2045 gl (ham) 4513
HIehT (maukaa) 700 HeAT (mauka) 1580
foTT (kirae) 600 TR (kirayé) 3411
& (ham) 985 Eu(h’:”-" ) 24910
TS (é11d) 100 U3 (énd) 1853
TUTS (sthai) 6 TR (sthayi) 20
geAH 2 ST 16
(infranéshnal) (infranéshnal)

If3=g (ravindr) 1 Ifdg (ravindr) 4

Our Approach: The small offline module has been developed to generate the
database for standardization. The module starts applying the rules discussed
above, to the Hindi corpus collected from various sources like Hindi
newspaper websites, various literatures available online etc. Thus, storing
standard and non standard words extracted during corpus analysis along with
their frequency into database. Then, the word having the maximum frequency
among its spelling variant words is considered to be standard one. In future,
this standard word may also be replaced with some of its other variants if

frequency of the new spelling variant exceeds the current standard one. For

example: the spelling variations gTelife (halark) and gTellieh (halark) are

equally correct. If in some input text one variation is present more number of

times than other, it can become standard one and vice versa. Thus, the
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database is always in updated mode to accept changes for the existing
entries also. The spelling variant(s) among non standards having frequency
zero is omitted as they do not have existence in the real text. In this way, only
those spelling variations are kept in the database that actually exists in Hindi
Vocabulary. In this way, database is generated and presently database
consists of 2,00,450 entries. Once this database is generated, during the
preprocessing phase, the table lookup is done to replace the non standards

words present in the database with the standard ones.

4.3 Replacing Collocations

After passing the input text through text normalization, the text passes through
this Collocation replacement sub phase of Pre-processing phase. Collocation
is two or more consecutive words with a special behavior. (Choueka :1988).
Collocation means those combinations of words in Hindi that cannot be
translated word to word and such combinations of words have different word
in group rather that their individual. These groups of words have a special
behavior. The meaning of the collocation can not be predicted from its parts,

there is usually an element of meaning added to the parts of collocation. For

example, the collocation 3dX We?T (uttar pradésh) if translated word to word,

will be translated as H#<'sF IH (javab raj) but it must be translated as €39

UTH (uttar pradésh).
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Related works:

Collocation has long been studied by lexicographers and linguists in various
ways. Most collocation extraction methods are based on exploiting the various
idiosyncrasies exhibited by collocations. The variation in statistical
distributional characteristics has been widely employed to test for evidence of
a collocation. Point wise Mutual Information is one of the earliest measures of
association used for collocations [104]. Word association has also been
measured using measures like Jaccard, Odds Ratio, etc [105]. Classical
statistical hypothesis tests like Chisquare test, t-test, z-test, Log Likelihood
Ratio [106] have also been employed to decide whether the constituents of a
collocation are independent of each other. The variation in positional
distribution of words in a collocation has also been used to identify significant
collocations [107]. Lin [108] and Cruys et.al. [109] have used the principle of
substitution to extract institutionalized collocations. They measure the
difference between the distributional characteristics of the collocation and
other similar collocations obtained by lexical substitution. While Lin uses PMI
as the base association score, Cruys et.al. [109] use a strength of association
measure motivated by the idea of selectional preference of a constituent word
for another. Fazly et.al. [110] extract collocation by exploiting their syntactic
fixedness. Katz [111] and Baldwin [112] use the context as a bag of words
and build context vectors for representing collocations and their constituents.
Comparison of the collocation and constituent vectors helps determine if the

collocation is non-compositional. Moiron et.al. [113] have used the idea of
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translation ambiguity to extract non-compositional MWEs. The
noncompositional collocations will have more translation candidates on
account of more uncertainty in translation. This uncertainty is measured as
translational entropy. Language modeling has been used to extract domain
specific phrases, by comparing the distribution of collocations in a general and
domain-specific corpus [114]. All the measures mentioned above have
modeled the problem as a ranking problem, where the collocations more likely
to be MWEs are ranked higher. If an annotated training set is available, the
MWE extraction problem can be set up as a classification problem [115]. For
Indian languages, automated collocation extraction work has been limited. In
fact, both of the existing works [115-117] use some kind of English translation
for extracting Hindi collocations. Mukerjee et.al. [116] have used parallel
corpus alignment and POS tag projection with parallel English corpus to
extract complex predicates. Venkatapathy et.al. [115] use a classification
based approach for extracting N-V collocations for Hindi. They use identity of
the verb, semantic type of the object, case marker with the object, similarity of
the verb form of the object with the verb-object pair under consideration etc.
as features in a MaxEnt classifier. Thus, there are number of approaches for
extracting Collocations from the corpus Like Frequency Method, Mean and
Variance, Hypothesis Testing, t-test, Pearson’s Chi-Square Test , Likelihood

Ratio and Point wise Mutual Information.

Our Approach for Extracting Collocations:
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Our focus is on extracting collocations which can be used for translation into
Punjabi and above mentioned approaches are not suitable in our case. We
have developed an offline module using t-test for automatically extracting the
collocations from the Hindi Corpus. The steps performed for extracting the
collocations using the t-test are as follows:

1. Extract all the unigrams, bigrams and trigram from the corpus along
with their frequencies of their occurrence in the corpus and store into a
database table tbl_Unigram, tbl_bigram, tbl_trigram respectively.

2. Combine all bigrams and their frequencies with their corresponding
unigrams and their particular frequencies into the database table
tbl_unibi.

3. Combine all trigrams and their frequencies with their corresponding
unigrams and their particular frequencies into the database table
tbl_unitri.

4. For each entry in table tbl_unibi, Expected mean (u) is calculated using
the formula P(bigram) = P(unigram1)P(unigram2). Where P(unigrami) =
Frequency of unigram / total no of tokens in analyzed corpus.

5. For each entry in table tbl_unibi, Observed mean is calculated by
dividing the frequency of the particular bigram with the total number of
bigrams found during corpus analysis.

6. The variance (s2) is equal to the observed frequency.

7. Now Apply the formula t = (x -p)/sqrt(s2/N). Where N is the total

number of bigrams found during corpus analysis.
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8. Apply the steps 4 to 7 for trigrams.

9. After applying t-test to all bigrams and trigrams, there are many
bigrams and trigrams which are not good candidates for collocations.
We removed all the analyzed bigrams and trigrams whose t-value is

less than 2.576 (standard value provided by t-test).

The accuracy of the results for collocation extraction using t-test is not
accurate and includes number of such bigrams and trigrams that are not
actually collocations. Thus, manually such entries were removed and actual
collocations were further extracted. The correct corresponding Punjabi
translation for each extracted collocation is stored in the collocation table of
the database. The collocation table of the database consists of 5000 such
entries.

Database design: Table 4.6 carries the design of the database used for
storing information about collocations.

Table 4.6: Collocation Database Design

Field Name Description
Collocation Stores the Hindi collocation

punjabiTranslation |Stores Punjabi translation for
corresponding collocation

Sample database entries:

Table 4.7: Sample Entries in Collocation Database

Collocation punjabiTranslation
319 &l (ap ko) 3J$ (tuhanim)
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3 SR (uttar pradésh) €39 Y= (uttar pradésh)

STl SI1T (jané jan) e A€ (jané jan)
SR-2IR (jor-shér) HI-%19 (jor-shor)

&Ae SIROT (dainik jagran) |Sfes AITE (dainik jagran)

ST 9°&HT (nag paficm) &'d1 YgHt (nag paficmi)

Our approach for replacement of collocation:

In this sub phase, the normalized input text is analyzed. Each collocation in
the database found in the input text will be replaced with the Punjabi
translation of the corresponding collocation. This step helps a lot in increasing
the translation accuracy of the system. It is found that when tested on a
corpus containing about 1,00,000 words, only 0.001% collocations were found

and replaced during the translation.

4.4 Replacing Proper Nouns

A great proposition of unseen words includes proper nouns like personal,
days of month, days of week, country names, city names, bank names,
organization names, ocean names, river names, university names etc. and if
translated word to word, their meaning is changed. If the meaning is not
affected, even though this step fastens the translation process. Once these
words are recognized and stored into the proper noun database, there is no
need to decide about their translation or transliteration every time in the case

of presence of such words in input text for translation. This gazetteer makes

Language in India www.languageinindia.com 728
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




the translation accurate and fast. This list is self growing during each
translation. Thus, to process this sub phase, the system requires a proper
noun gazetteer that has been complied offline. For this task, we have
developed an offline module to extract proper nouns from the corpus based
on some rules. Following sections will explain the process of preparing the
proper noun gazetteer and then the use of this gazetteer in pre-processing
phase.

4.4.1 Compilation of Proper Nouns Gazetteer:

The gazetteer has been prepared using two approaches. One approach is
through an offline module and another is through manual collection from

various sources available online. The offline module further needs two

databases containing titles like &t (shri), AAdT (shrimth), 9t (prd) etc. and

surnames like 31T (avsthi), g s (&haja) etc. The database design of

these databases has been explained in following sections. These databases
have been prepared manually by collecting the data from various resources.
The offline module accepts the Hindi text, applies various rules on it, extracts
the proper names, and stores it in proper noun database. Following are the
rules for extraction of proper nouns through offline module:

Rule 1: It checks whether the token from input text is matched with any entry

in titles database, then the token next to current one is a proper noun like
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HHATT FH MT (shriman kamal goyal). Here AT (shriman) is a title and

thus, shHel (kamal) is a proper noun.

Rule 2: It checks whether the token from input text is matched with any entry

in surname database, then the token previous to current one is a proper noun

like eTer NI (kamal goyal). Here, NI (goyal) is a surname and thus,

&hHel (kamal) is a proper noun.

Using above two rules, initial proper nouns gazetteer is prepared from a large
Hindi Corpus. Then manual entries are also added into this gazetteer for
making it more robust for use by the translations system. After generating this
gazetteer, there is need to call transliteration module (explained in the next
chapter) for storing the equivalent Punjabi version of this Hindi entry. The
database consists of 8000 such entries.

4.4.2 Replacing Proper Nouns:

After passing the input text through text normalization and collocation
replacement sub phase of pre-processing, the output text from collocation
phase becomes input text for this proper noun replacement sub phase of
preprocessing. If there are any tokens in the input text that gets matched with
the entries of the proper nouns database, are replaced with the corresponding

equivalent Punjabi proper nouns.

Database design: Table 4.8 carries the design of the database used for
storing information about proper nouns.
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Table 4.8: properNoun Database Design

Field Name Description
hindiPropernoun Stores the Hindi version of proper noun

punjabiProperNoun |Stores equivalent Punjabi version of the
proper noun.

Sample database entries:

Table 4.9: Sample Entries of properNoun Database

hindiProperNoun punjabiProperNoun

3R T (@amar simh) WHI fiWY (@mar sirigh)

3Talle 19 (gjad nagar) W2 &did (8zad nagar)

73 (iriglaing) B8 (irglaing)

sfexr amelY (indira gandhi) féegr It (indra gandh)

30X HId (uttar bharat) €39 993 (uttar bharat)

STHAT d1$ Fhel (jamnd ba skil) |TTHST S8t AgS (jamna bar sakl)

4.5 Summary

In this chapter, pre-processing activity of our Machine Translation system has
been provided. Design and implementation details of these activities have
been discussed. Along with the database design, some excerpts from the
respective databases have been provided to make the design more clear. In
the next chapter, the remaining activities of our Machine Translation system,
i.e. tokenizer and translation engine are discussed.
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Chapter 5

Tokenizer and Translation Engine

5.1 Tokenizer

Tokenizers (also known as lexical analyzers or word segmenters) segment a
stream of characters into meaningful units called tokens. The tokenizer takes
the text generated by pre processing phase as input. Individual words or
tokens are extracted and processed to generate its equivalent in the target
language. This module, using space, a punctuation mark, as delimiter,
extracts tokens (word) one by one from the text and gives it to translation

engine for analysis till the complete input text is read and processed.

5.2 Translation Engine

The translation engine is the main component of our Machine Translation
system. It takes token generated by the tokenizer as input and outputs the
translated token in the target language. These translated tokens are
concatenated one after another along with the delimiter. Then this generated
text is passed on to the postprocessing phase. Translation Engine Phase of
the system involves various sub phases that are Identifying titles, ldentifying
surnames, word-to-word translation using lexicon lookup, Word sense
disambiguation and handling out-of-vocabulary words. All the modules have

equal importance in improving the accuracy of the system. In this chapter,

Language in India www.languageinindia.com 733
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




these modules are described in detail followed by an example. This phase
comprises of following sub phases:

1. Identifying titles
Identifying surnames
Word-to-word translation using lexicon lookup

Word sense disambiguation

a k~ 0N

Handling out-of-vocabulary words

5 (a) Word Inflectional analysis and generation

5 (b) Transliteration

5.2.1 Identifying Titles

Title may be defined as a formal appellation attached to the name of a person
or family by virtue of office, rank, hereditary privilege, noble birth, or
attainment or used as a mark of respect. Thus word next to title is usually a
proper noun. And sometimes, a word used as proper name of a person has its
own meaning in target language. When this word is passed through the
translation engine, it is translated by the system. This cause the system failure

as these proper names should be transliterated instead of translation. For

example consider the Hindi sentence #THAT 8Y St AR I&T 9UR| (shriman
harsh ji hamaré yaham padharé). In this sentence, Y (harsh) has the

meaning “joy”. The equivalent translation of ¥ (harsh) in target language is

Yl (khushi). Thus, the sentence will be translated as HH'e 97t A 73 &8

uygrd | (shriman khushi ji sadé itthé padharé). But actually it must be
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translated as HHes II8 H A3 8 uyad | (shriman harash ji sagde itthé

padharé). The reason is straightforward that in this sentence g¥ (harsh) word

is acting as proper noun and it must be transliterated and not translated.

In this system, a small module has been developed for locating such proper

nouns where titles are present as their previous word like T (shri), H1HT
(shriman), AT (shrimti) etc. There is one special character ‘.’ in Devanagari

script to mark the symbols like 3T., 9Y.. If tokenizer found this symbol during

reading the text, the word containing it, will be marked as title by setting the
IsTitle Flag to true. If isTitle flag has been set to true, the next word generated
by tokenizer will be transliterated and not processed for translation. After the
word next to title will be transliterated, isTitle flag is again reset to False. The
named entities found from the text through this module are also added to the
proper nouns database automatically. It improves the systems in two ways —
one, it helps in continuously increasing the proper noun coverage, Second,
the expansion of proper noun database will increase the speed of translation.
Database design: Table 5.1 carries the design of the database used for

storing information about titles.

Table 5.1: Titles Database Design

Field Name Description
titleInHindi Stores the titles in Hindi
titleInPunjabi Stores the corresponding translated titles
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\in Punjabi

Sample Database Entries:
The title database consists of 14 entries. Following table shows some of the

database entries for titles database:

Table 5.2: Sample Entries of Titles Database

titleiInHindi titleiInPunjabi
¥ (pro) Y (pro)

A (shrimt))  |FHIT (shrimt])
AT (shriman) | HHS (shriman)
AT (shr) It (shri)

This database can be extended at any time to allow new titles to be added.

5.2.2 Identifying Surnames

Surname may be defined as a name shared in common to identify the
members of a family, as distinguished from each member's given name. It is
also called family name or last name. Thus the word previous to surname is
usually a proper noun. And sometimes, a word used as proper name of a
person has its own meaning in target language. When this word is passed
through the translation engine, it is translated by the system. This causes the

system failure as these proper names should be transliterated instead of

translation. For example consider the Hindi sentence Wehrer &g AR JTgr
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QYR |. (prakash simh hamaré yaham padharé) In this sentence, Wehrer

(prakéash) is a noun having sense “light”. The equivalent in target language is

T'&E (canan). Thus, the sentence will be translated as &€ fHY AF fF8 ugg
| (canan sirigh sage itthé padharé). But actually it must be translated as Y™
fiw 72 8 g9 | (prakash sirigh sadé itthé padharné. The reason is

straightforward that in this sentence 9eIT (prakash) word is acting as proper

noun and it must be transliterated and not translated.

A small module has been developed for locating such proper nouns where
word under consideration is a surname. If it is found to be surname then the
word previous to this word is transliterated. If in any case, the previous word
has been translated, now it has been corrected by transliteration. This module
was also tested on a large Hindi corpus and showed that about 2-5 % text of
the input text depending upon its domain is proper noun. Thus, this module
plays an important role in translation. But it has also been observed that there

were some cases where this module fails on following examples:

(i) 39 $AR A S o | (Gp kumar sé piich I6m).
(ii) 3=gier &g IRaR & ReAT SST | (unhénné simh parivar sé rishta jora).
(iii) HT IMNTeT T gT AT TF A JgT AT A | (mainné goyal k6 kaha tha ki vo

yaham na ayé)
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(iv) I = T8 T FISTA T TET | (ram né simh KT kurbani ko saraha).
In the above examples, before the surnames DA (kumar), T8E (simh), INTer

(goyal) the tokens are 3T (4p), 3=aisT (Unhonné), A« (mainné) respectively.

These token were transliterated rather than translated according to this
module. Now, this module has been made intelligent to differentiate between
proper nouns and other tokens like pronouns, prepositions, adjectives etc and
thus only proper nouns will be transliterated. List of such approx. 50 tokens
has been prepared manually so that whenever these tokens are found before
the surnames, these must not be transliterated and will be translated.

It is not possible to store all the possible proper nouns directly into the
database. Thus, the proper nouns found from the input text through this
module are automatically added to the proper nouns gazeteer. Hence,
through this self learning approach, the system’s accuracy and speed keep on
increasing with use.

Database design: Table 5.3 carries the design of the database used for

storing information about surnames.

Table 5.3: Surnames Database Design

Field Name Description
surnamelnHindi Stores the surname in Hindi

surnamelnPunjabi |Stores the corresponding transliterated
surnames in Punjabi

Sample database entries:
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The surnames database consists of 654 entries. Following table shows some

of the database entries for surnames database:

Table 5.4: Sample Entries of Surname Database

surnamelnHindi surnamelnPunjabi
3RIST (ardra) WIF" (aro/a)

Fas (kakr) dd3F (kakkar)
YT (khurana) HJ'T (khurana)
fSiee (jindal) fdes (jindal)

5.2.3 Word-to-Word translation using lexicon lookup

If token is not a title or a surname, it is looked up in the HPDictionary
database containing Hindi to Punjabi direct word to word translation. If it is

found, it is used for translation. If no entry is found in HPDictionary database,

it is sent to next sub phase for processing. For example, token is 3Tgcdrar

(artisvam), it is looked up in the database and the entry for it is found in the

database. Then its translated version is used in the output text i.e. W&

(athttivam). And no other phase is required for this token. Tokenizer will start

generating next token for processing by the translation engine.

Database design: Table 5.5 carries the design of the database used for

storing entries for Hindi words to Punjabi words direct translation.

Table 5.5: HPDictionary Database Design

Field Name Description
hindiword Stores the Hindi Word
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Stores the corresponding translated word
in Punjabi

punjabiWord

Sample database entries:
The HPDictionary database consists of 54,127 entries.Following table shows

some of the database entries for HPDictionary database:

Table 5.6: Sample Entries of HPDictionary Database

hindiword punjabiWord
37YdT (athva) 3 (até)

BIST (chodai) 831 (chaddl)
S (jayérige)  |[AESl (jange)
| (sikha) fRfEMIT (sikkhia)

This database can be extended at any time to allow new entries in the
dictionary to be added.
5.2.4 Resolving Ambiguity

Ambiguity is one of the NLP problems which have been a great challenge
for computational linguists. In general, people are unaware of the ambiguities
in the language they use because they are very good at resolving them using
context and their knowledge of the world. But computer systems do not have
this knowledge, and consequently do not do a good job of making use of the
context.

Something is ambiguous when it can be understood in two or more

possible ways or when it has more than one meaning. If the ambiguity is in a
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sentence or clause, it is called structural (syntactic) ambiguity. If it is in a
single word, it is called lexical ambiguity.

For the structural ambiguity, consider the sentence “The man saw the girl
with the telescope”. This sentence is ambiguous since it can be interpreted in
two ways: The man saw the girl who possessed the telescope or, the man
saw the girl with the aid of the telescope. However, the sentence “The man
saw the girl with a red hat” is not ambiguous for a human reader (people have
the knowledge that a hat cannot be used to see), while it has the same
ambiguity as the previous example for a computer.

In a Machine Translation application, different senses of a word may be
represented with different words in the target language. Consider the following

sentence :

TH A QTIET & | (rAm am kha raha hai)

In the above example, word 31TH in the sentence is lexically ambiguous. Its

meaning can be interpreted in two ways — mango (a fruit) and usual (an

adjective) as in following examples:

Usage as Noun: didT 98 WX s&< ATH GT T&T & (t6ta péda par baithakar 4m

kha raha hai)

Usage as Adjective: T TRT & THeIAT 313 a1 & SiT AT o TW&ellh 396 & &

(aisé corém sé milna am bat hai jo cori ké khailapha updésh dété haim)
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In order to correctly translate a text in one language to another, firstly we have
to know the senses of the words and then find the best translation equivalent
in the target language.

Lexical ambiguity can refer to both homonymy and polysemy. Homonyms
are words that are written the same way, but are (historically or conceptually)
really two different words with different meanings which seem unrelated.
Examples are suit (“lawsuit” and “set of garments”) and bank (“river bank” and
“financial institution”). If a word’s meanings are related, it is called a polyseme.
The word party is polysemous because its senses can be generalized as
“group of people”, that is they are related.

Now let us consider the meaning of the noun party in the following

sentence:

Mr. Smith’s party took 38% of the votes in the last election.

It is clear to a human reader that the noun party is in the sense “an
organization to gain political power” in the above sentence. Most people are
not even aware of the ambiguity contained in the sentence. Humans are so
skilled at resolving potential ambiguities that they do not realize they are doing
it. There has been research on how people resolve ambiguities; however we
still do not know exactly how humans do lexical disambiguation. Therefore, it
is a difficult task to teach a computer to do the same thing. The most

prominent way to disambiguate a word is examining its context. The context
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can be considered as the words surrounding the ambiguous word, which is
the noun party in our case. Words as vote and election might be a good clue
for the sense of the noun party. But context is not the only information
available for disambiguation. Syntactic classes of the words in the ambiguous
word’s context (whether they are noun, verb or adjective, etc.), whether the
ambiguous word plays the role of object or subject in the syntactic structure of
the sentence may also be used in the disambiguation process.

In our research problem, we have determined the correct meaning of an
ambiguous word which comes across during translation process, namely
Word Sense Disambiguation using the context information.

WSD algorithms can be divided into two based on the corpora used for
training. These approaches are:

I Supervised Word Sense Disambiguation

il. Unsupervised Word Sense Disambiguation

In supervised WSD the training data is sense-tagged whereas in
unsupervised WSD the training data is raw corpora which have not been
semantically disambiguated. In the following sections these approaches will

be explained in detalil.

Supervised Disambiguation
Supervised disambiguation is an application of the supervised learning
approach for creating a classifier. A disambiguated corpus where each

occurrence of an ambiguous word is annotated with a contextually appropriate
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sense is available for training. The aim in supervised disambiguation is to
build a classifier which correctly classifies new cases based on their context of
use.

Machine learning algorithms such as Bayesian classifiers [118], decision
lists [119], decision trees [120], k-nearest neighbor and neural networks [121]
are examples of supervised learning algorithms.

An example of probabilistic algorithms is Naive Bayes [122] which has
been frequently applied in WSD with good results [123]. Gale, Church and
Yarowsky [124,125] uses a variant of Bayes ratio on six ambiguous nouns,
namely drug, duty, land, language, position, and sentence, and reports 90%
accuracy in discriminating between two senses of these words. Mooney [126]
reports that Naive Bayes and neural networks achieved the highest
performance with an accuracy of 73% in assigning the correct senses to a
corpus of examples of word line which has six senses. The other algorithms in
Mooney’s survey were 3-nearest neighbors, perceptron, decision tree,
decision list and logic programming variants. Combining various classifiers
has also been tested. Florian et al. [127] combined four classifiers namely
feature-enhanced Naive Bayes, Cosine, bag-of-words Naive Bayes and non-
hierarchical decision lists.

Decision lists search for discriminatory features in the training corpus and
build a set of rules for disambiguation. Yarowsky [128] makes use of
hierarchical decision lists and achieves top performance in the SENSEVAL-1

framework on the 36 test words for which tagged training data was available.
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Agirre and Martinez [129] reports that decision lists provide state-of-the-art
results with simple and very fast means. This approach is reported to learn
with low amounts of data.

Decision lists and Bayesian classifiers are the most popular algorithms in
supervised disambiguation. For neural networks Towell and Voorhees [130],
for decision trees Black [131] and Pedersen [132], for k-nearest neighbor Ng
and Lee [133] and for information-theoretic approaches Brown et al. [134] are
some examples of the work done on WSD.

A major problem with supervised approaches is the need for a large
sense-tagged training set. Despite the availability of large corpora, manually
sense-tagging of a corpus is very difficult and very few sense-tagged data are
available now.

The two largest corpora that are available are the SemCor corpus [135]
and the SENSEVAL corpus [136-138]. The SemCor corpus, created by the
Princeton University, is a subset of the English Brown corpus containing
almost 700,000 running words. In SemCaor, all the words are tagged by part of
speech and more than 200,000 content words are also lemmatized and
sense-tagged according to Princeton WordNet 1.6 (mappings for later
versions of WordNet are also available). SENSEVAL corpus is derived from
the HECTOR corpus and dictionary project. It is a joint Oxford University
Press and Digital project which took place in the early 1990s. Another sense-
tagged corpus available is the DSO Corpus of Sense-Tagged English (Ng and

Lee, 1996) [133]. This corpus contains sense-tagged word occurrences for
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121 nouns and 70 verbs which are among the most frequently occurring and
ambiguous words in English. These occurrences are provided in about
192,800 sentences taken from the Brown Corpus and the Wall Street Journal
and have been hand tagged by students at the Linguistics Program of the
National University of Singapore. WordNet 1.5 sense definitions of these
nouns and verbs were used to identify a word sense for each occurrence of
each word.

There have been several efforts for finding a way to avoid the use of hand-
tagged data. Bootstrapping is the most frequently used method for this
purpose. Bootstrapping relies on a small number of instances of each sense
for each lexeme of interest. These sense-tagged instances are used as seeds
to train an initial classifier. This initial classifier is then used to extract a larger
training set from the remaining untagged corpus. With each iteration of this
process, the training corpus grows and the untagged corpus shrinks.

Hearst [139] generates a seed set by simply hand-tagging a small set of
examples from the untagged corpus. However, during the training phase each
occurrence of a set of nouns to be disambiguated is manually sense-tagged in
several occurrences. Schitze [140-141] proposes a method that avoids
tagging each occurrence in the training corpus. Yarowsky [142] proposes an
alternative technique by using two constraints named as “One sense per
collocation” and “One sense per discourse” and reports an accuracy of 96%
on twelve words. “One sense per collocation” argues that nearby words

provide strong and consistent clues to the sense of a target word, conditional
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on relative distance, order and syntactic relationship. Also, “One sense per
discourse” constraint argues that the sense of a target word is highly
consistent within any given document. Different bootstrapping techniques are
also presented in Mihalcea and Moldovan [143] and Mihalcea [144]. Mihalcea
[144] makes a comparison between the results when training is performed on
hand-tagged data and the results when training is done using the generated
corpus by bootstrapping. She reports that the precision achieved with the
generated corpus is comparable, and sometimes better than the precision
achieved with hand-tagged corpora.

Another method for avoiding hand-tagged data is using parallel corpora
[145]. In this method, bilingual corpora are used since different senses of
some words translate differently in another language. By using a parallel
aligned corpus, the translation of each occurrence of such words can be used
to determine their correct senses automatically. In Dagan and Itai [146], Ide et
al. [147] and Ng et al. [148], various uses of parallel corpora for WSD and its
disadvantages can be found.

The main problem that supervised disambiguation methods face with is
data sparseness. Since the sense-tagged training corpus is finite and very
small for WSD, some senses of polysemous words are very likely to be
missing and most of them have few examples. For a supervised algorithm to
be successful, the training data must ensure that all senses of a polysemous
word are covered. Smoothing is used to solve the data sparseness problem.

The task of reevaluating some of the zero-probabilities or low-probabilities
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and assigning them non-zero values is called smoothing. Some of the
smoothing methods are add-one smoothing, Witten-Bell smoothing [149], and
Good-Turing smoothing [150]. Gale [151], presented a Good-Turing method
for estimating the probabilities of seen and unseen objects in linguistic
applications named as Simple Good-Turing method.

Unsupervised Disambiguation

In machine learning the distinction between supervised and unsupervised
algorithms rests on whether a set of classifications exists. In unsupervised
word sense disambiguation, information is gathered from raw corpora which
have not been semantically disambiguated.

Yarowsky [152] proposed an approach for marking words with their categories
from a thesaurus. He used Roget’s Thesaurus [153]. Training was carried out
on an untagged corpus of 10 million words obtained from the electronic
version of the Grollier's Encyclopedia. The important aspect of the approach
was that he used a context of 50 words either side so that 100 words were
considered in the training examples for each ambiguous word. This method
was tested on 12 ambiguous words and reported to achieve 92% accuracy.
Yarowsky notes that this method is best for extracting topical information,
most successful for nouns. The algorithm presented in Yarowsky [142] is also
an unsupervised algorithm making use of a bootstrapping procedure.
McCarthy et al. [154], presents an algorithm that makes use of a thesaurus
acquired from raw textual corpora and the WordNet similarity package to find

predominant noun senses automatically. The acquired predominant senses
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gave a precision of 64% on the nouns of the SENSEVAL-2 all-words task
which is a promising result regarding that no hand-tagged data is used.

Some of the unsupervised methods correspond to clustering tasks rather than
sense tagging tasks because they do not label words to predefined senses.
These algorithms do not make use of an outside source of knowledge to
define senses. This is called Word Sense Discrimination rather than
disambiguation. They divide the occurrences of a word into a number of
classes by determining for any two occurrences whether they belong to the
same sense or not [155-157]. Schitze’s [155] results indicate that for coarse
binary distinctions, unsupervised techniques can achieve results approaching
those of supervised and bootstrapping methods. Purandere and Pedersen
[156] present a systematic comparison of discrimination techniques proposed
by Pedersen and Bruce [156,158,159] and by Schitze [157].

Knowledge Bases for WSD

In this section, different kinds of knowledge bases are presented. These
knowledge bases can be used in any WSD system, whether it is supervised
or unsupervised.

Machine Readable Dictionaries

Machine readable dictionaries (MRD) provide a ready-made information
source of word senses. The first attempt to use MRD’s came from Lesk
(1986)[160]. He starts from the simple idea that a word’s dictionary definitions
are likely to be good indicators of the senses they define. By using Oxford

Advanced Learner’s Dictionary (OALD), he counts overlapping content words
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in the sense definitions of the ambiguous word and in the definitions of
context words occurring nearby and selects the sense that achieves the
maximum number of overlaps. The accuracy of the method is reported to be
50-70% on short samples of the Jane Austen novel Pride and Prejudice and
an Associated Press news story based on very brief experimentation with the
program.

Cowie et al. [161] tried to improve Lesk’s approach by optimizing the
overlap of all words in a single sentence simultaneously. However, it was
found computationally very expensive. Therefore, Cowie et al. [161] used
simulated annealing[162] for the first time in natural language processing.
They evaluated this approach using a corpus consisting of 50 example
sentences taken from Longman Dictionary of Contemporary English (LDOCE)
which were disambiguated by hand. 47% of the words were reported to be
correctly disambiguated to sense level and 72% to more rough grained
senses.

Stevenson and Wilks [163] computed the overlap by normalizing the
contribution of a word to the overlap count. Pedersen and Banerjee [164]
described a different version of the Lesk’s algorithm by employing glosses
contained in WordNet [165]. Because of the fact that dictionaries are created
for human use, not for computers, there are some inconsistencies [166-168].
Although they provide detailed information at the lexical level, they lack
pragmatic information used for sense determination. For instance, the relation

between ash and tobacco, cigarette or tray is very indirect in a dictionary
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whereas the word ash co-occurs very frequently with these words in a corpus

[169].

Thesauri

Thesauri provide information about relationships among words. Thesaurus
based disambiguation makes use of the semantic categorization provided by
a thesaurus or a dictionary with subject categories. The most frequently used
thesaurus in WSD is Roget’s International Thesaurus (Roget, 1946) which
was put into machine-tractable form in 1950’s [153].

Walker [170] proposed an algorithm as follows: each word is assigned to
one or more subject categories in the Thesaurus. If the word is assigned to
several subjects, then it is assumed that they correspond to different senses
of the word.

Similar to machine readable dictionaries, a Thesaurus is a resource for

humans, so there is not enough information about word relations.

Computational Lexicons

The usefulness of lexical relations in linguistic, psycholinguistic and
computational research has led to a number of efforts to create large
electronic databases of such relations. Beginning from the mid-1980’s,
construction of semantic lexicons by hand has emerged. Some examples of
these lexicons are WordNet [164], CyC [171], ACQUILEX [172], and

COMLEX [173]. Each of these lexicons contains different kinds of information.
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WordNet

WordNet is an online lexical reference system which was developed at
Princeton University under the direction of Professor George A. Miller. It
combines many features used for WSD in one system. It includes definitions
of word senses as in a dictionary; it defines “synsets” of synonymous words
representing a single lexical concept; and it includes word-to-word relations.

WordNet consists of three databases: noun database, verb database and
one database for adjectives and adverbs. Each database consists of lexical
entries corresponding to unique orthographic forms.

The earliest attempts to use WordNet in WSD were in information retrieval
field. Voorhees [174] and Richardson and Smeaton [175] created knowledge
bases using WordNet’s hierarchy. Li et al. [176] proposed a WordNet-based
algorithm for WSD. Disambiguation was done by semantic similarity between
words and heuristic rules. Heuristic rules were based on the semantic
similarity and the WordNet hierarchy. Leacock et al. [177] used WordNet to
counter data sparseness problem. Hawkins [178] built up a WSD system that
works with frequency and contextual information that is based on WordNet.
Fellbaum et al. [179] proposed a system that made use of syntactic clustering
and semantic distinctions extracted from WordNet.

WordNet is mostly used to determine semantic similarity between senses.
Resnik [180] computed information content of words which is a measure of
the specificity of the concept that subsumes the words in the WordNet

hypernym hierarchy. Agirre and Rigau [181] employ WordNet to determine the
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conceptual distance among concepts whereas Mihalcea and Moldovan [182]
exploit semantic density and WordNet glosses in an all words word sense
disambiguation. Lin [183-185] described a semantic similarity measure where
similarity between two objects is defined to be the amount of information
contained in the commonality between the objects divided by the amount of
information in the description of the objects.

Other approaches using WordNet are Jiang [186], Agirre and Agirre et al.
[187], Haynes [188] and Banerjee et al. [189]. A combination of MRDs and

WordNet has also been tried with some success [190-192].

WSD in Indian Languages

Robust Standalone Systems for word sense disambiguation in Indian
language are very few. WSD is mostly tackled at the POS tagging and
Morphological analysis phase and what ever left is handled with the help of
rules. Recently some standalone algorithms have also been developed for
WSD in Indian languages.
Anusaaraka is one of the oldest MT systems available in India. It is more a
language accessor rather than an MT system [65]. It is based on the
assumption that most Indian languages have same origin so most of the
words in source language have one meaning in target language. Based on
this, it just provides the glosses of source language in the target language.
There are cases where the meaning is too general or too specific. Such cases

are handled by introducing some special notation to either narrow down or
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widen the meaning. An attempt is made to find the underlying thread that
connects different senses of the polysemous word. A kind of formula is then
evolved that faithfully and unambiguously represents the connection between
these different senses. For the English — Hindi system, the current version of
Anusaaraka uses a dictionary called Shabdanjali. POS tagger and wasp
workbench are used for developing word sense disambiguation rules semi-
automatically.

Similarly in AnglaBharati approach a rule base is used for picking up
the correct sense of each word in the source language to the extent feasible
using interleaved semantic interpreter [65]. Further disambiguation and choice
of right construct and lexical preference are generated by the target language
text generator module. Many a time, multiple rules may get invoked leading to
the multiple interpretation of the input sentence. The rules are ordered in
terms of their preference and an upper limit is put on the number of
alternatives produced. Most of the disambiguation rules are in the form of
syntacto-semantic constraints. Semantics are used to resolve most of the
intra-sentence anaphora/pronoun references. Alternative meanings for the
unresolved ambiguities are retained in the pseudo target language. The
lexical database is hierarchically organized to allow domain specific meanings
and also prioritize meanings as per user requirement.

In the example based approach developed by [66] and known as
ANUBHARTI, ambiguities in the meaning of the verb phrasal are also

resolved using an appropriate distance function in the example base. The
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alternate translations are being ranked with respect to the ordering of the rule
base.

In ANUBAAD system, sense disambiguation is carried out at various
levels [75]. It starts with POS of a word. Some semantic categories are
associated with words to identify the inflections to be attached with
corresponding words in Indian languages as well as to identify the context in
the sentence. Context identification is also done by the recognition of
idiomatic expression and using context templates for each word. The context
templates have been designed on the basis that meaning of the word may be
independent of the context, may depend upon the occurrence of a sequence
of words or words with certain semantic categories or may depend on the
occurrence of certain keywords or keyword with certain semantic category.

In Matra, rule bases and heuristic approaches are used for word sense
disambiguation. A method has been described by Durgesh Rao et. al.[1] for
mapping prepositions from English to Hindi. Similarly in Saarthak, emphasis is
on sentence-level word sense disambiguation, which makes it different from
general statistical techniques that use contextual information for the same. At
AU-KBC research centre, S. Baskaran [193] presents an approach in which
all the occurrences of the ambiguous words are classified into different
clusters in such a way that all the occurrences are in the same sense within a
cluster. Development of a Prototype of a Frame-based System for the
Understanding of Malayalam Language has been carried out by Sumam M.

Idicula and David Peter S [194]. In this system, three types of information are
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used for word sense disambiguation. They are local word grouping (grouping
of words which can collectively perform a syntactic role in a sentence),
syntactic information and semantic tags. Prabhakar Pandey et. al. [195]
makes use of the Wordnet for Hindi developed at IIT Bombay, for WSD. The
accuracy values are reported to be in range from about 40% to about 70%.
The system currently deals with only nouns. Ganesh Ramakrishnan [196]
introduces the notion of soft word sense disambiguation which states that
given a word, the sense disambiguation system should not commit to a
particular sense, but rather, to a set of senses which are not necessarily

orthogonal or mutually exclusive.

Information Sources for WSD

There are various information sources or feature types used in WSD
regardless of the type of the approach. To disambiguate a word, various kinds
of information, including syntactic tags, word frequencies, collocations,
semantic context, role-related expectations, and syntactic restrictions can be
considered.

In Agirre and Martinez [197], a comparison of WSD systems has been made
based on the information source they used. Some of these sources are as
follows:

Frequency of Senses: Frequency information is used to measure the
likelihood of each possible sense appearing in the text. Therefore this

information is generally used in statistical approaches and it is generally
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learned from hand-tagged data such as SemCor corpus. Interestingly very
few WSD approaches outperform the “most frequent sense” heuristic.
WordNet senses are ordered according to the frequencies of the senses in
the SemCor corpus.
Part of Speech (POS): Part of speech tagging is regarded as the first step of
the disambiguation process if the lemmas have the same orthographic forms
but different syntactic classes. It is useful because it reduces the number of
possible senses a word can belong to. An orthographic form may even be
unambiguous in one syntactic class whereas it has more than one sense in
another. For instance, in WordNet 2.0 handle has 5 senses as a verb, but only
one sense as a noun. The impact of knowledge resources on WSD in
examined in Gaustad [198]. The results show that accurate POS information
is beneficial for WSD and that including the POS of the ambiguous word itself
as well as POS of the context increases the disambiguation accuracy.
Morphology: It is defined as the relation between derived words and their
roots. For instance, the noun agreement has 6 senses, its verbal root agree 7.
A stemmer tries to reduce various forms of a word to a single stem. Since
English is a language with little inflectional morphology, it is not certain that
using morphology will lead to significant improvements in WSD. With other
languages, such as German or Italian, morphology is of greater influence.
Collocations: Collocation is the relationship among any group of words
that tend to co-occur in a predictable configuration. Disambiguation relies

heavily on collocational information. For example, the noun match has 9
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senses. However, it has only one possible sense in “football match”. It is
observed that collocations are strong indicators if they are learned from hand-
tagged corpora. Although they are strong, they should be used with other
sources. They should not be treated as rules for sense-filtering alone
[199,200].

Semantic word associations: These can be classified as follows:

I. Taxonomial organization: This refers to the classification of words in
a hierarchy and the lexical-semantic relationships holding between
words such as a dog is a kind of animal. This kind of information
can be extracted from ontologies like WordNet.

. Situation and Topic: Information about the situation or topic enables
a WSD system to see the ambiguous word in a broader context. For
example, if the word mouse is used in an office situation and the
topic is computer use, the most probable sense of the word mouse
will be “computer tool”, not “animal’. Semantic word associations
around topic and situation are powerful when learned from hand-
tagged corpora. Associations learned from MRDs can also be
useful.

iii. Argument-head relations: These relations provide important clues
for disambiguation such as the relationship between dog and bite in
the sentence “the dog bit the man.”

Subcategorization information: Subcategorization refers to certain kinds

of relations between words and phrases. For example the verb want can be
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followed by an infinitive, as in “/ want to fly to Istanbul”, or a noun phrase, as
in “I want a flight to Istanbul”. But the verb find cannot be followed by an
infinitive. For example “/ found to fly to Istanbul.” is not a correct sentence.
Verbs have several possible patterns of arguments. A particular set of
arguments that a verb can appear with is referred to a subcategorization
frame. Subcategorization frames capture syntactic regularities about
complements.

Agirre and Martinez [187] made a comparison between the contributions of
the above resources to WSD. According to their observations, if learned from
hand-tagged corpora, collocations and semantic word associations are the
most important knowledge types for WSD, but they also mentioned that
syntactic cues are equally reliable. On the other hand, taxonomical

information was found to be very weak.

Our Approach

While dealing with related languages like Hindi and Punjabi, structural
ambiguity is not a problem at all because the ambiguity in the source
sentence is transferred to the target sentence without affecting the underlying
meaning. We are not claiming that there is no structural ambiguity in the Hindi
language that do not carry over as such in Punjabi language, but we did not
come across with any. So, structural ambiguity has not been touched in this
research work. To start with, all we have is a raw corpus of Hindi text. So the

N-Gram statistical approach is the obvious choice for our purpose. The
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following section provides the theory of N-Gram approach and our approach

for WSD.

N-Gram Approach:

An n-gram is simply a sequence of successive n words along with their count

i.e. number of occurrences in training data [201,202]. An n-gram of size 2 is a

bigram; size 3 is a trigram; and size 4 or more is simply called an n-gram or

(n — 1)-order Markov model. An n-gram model models sequences of natural

languages using the statistical properties of n-grams. More concisely, an n-

gram model predicts x; based on Xi-1, Xi-2, ..., Xi-n. N-grams models are widely

used in statistical natural language processing.

The number of words in the local context of ambiguous word makes a
window. The size of this window i.e. the value of N depends on various
factors.

a) Larger the value of n, higher is the probability of getting correct word
sense i.e. for the general domain; more training data will always improve
the result. But on the other hand most of the higher order n-grams do not
occur in training data. This is the problem of sparseness of data.

b) As training data size increases, the size of model also increases which can
lead to models that are too large for practical use. The total number of
potential n-grams scales exponentially with n. Computer up to present
could not calculate for a large n because it requires huge amount of

memory space and time.
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c) Does the model get much better if we use a longer word history for
modeling an n-gram?
d) Do we have enough data to estimate the probabilities for the longer

history?

Claude E. Shannon [203] established the information theory for finding the
value of n in 1951. This theory included the concept that a language could be
approximated by an nth order Markov model by n to be extended to infinity.
Shannon computed the per letter entropy rather than per word entropy. He
gives entropy of English text as 1.3 bits per letter. Since his proposal there
were many trials to calculate n-grams for a big text data of a language. Brown
et. al.[204] performs a test on much larger text and give an upper bound of
1.75 bits per character for English language by using trigram model. lyer et al.
[205] investigate the prediction of speech recognition performance for
language model in the switchboard domain, for trigram model built on different
amounts of in domain and out of domain training data. Over the ten models
they constructed, they find that perplexity predicts word error rate well when
only in domain training data is used, but poorly when out of domain text is
added. They find that trigram coverage or the fraction of trigram in the test
data present in training data is a better predictor of word error rate than
perplexity.

Chen et al. [206] investigate their language model for speech recognition

performance in the Broadcast news domain and concluded that perplexity
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correlates with word error rate remarkably well when only considering n-gram
model trained on in domain data.

Manin [207] performs a study on predictability of word in context and found
that unpredictability of a word depends upon the word length. Marti et. al.
[208] tested different vocabulary size and concluded that language models
become more powerful in recognition tasks with larger vocabulary size.
Resnik et. al. [209-210] made several observations about the state of the art
in automatic word sense disambiguation and offer several specific proposals
to the community regarding improved evaluation criteria, common training and
testing resources, and the definitions of sense inventories.

While Kaplan [211] Choueka and Lusignan [212], based on the
observation that people don't seem to need very much context, claims that
only 5 words to the left and 5 words to the right of the polysemous word are
sufficient for WSD but William A. Gale et. al. [213] use a very wide context,
100-words surrounding the polysemous word in question. They find that there
are often very useful clues even quite far away from the polysemous word in
guestion. They demonstrated that information is measurable out to 10,000
words away from the polysemous word. They also observed that although
contextual clues are measurable at surprisingly large distances, much of this
information might not be very useful. In particular, it might have been possible
to find the same information at smaller distances. In their words:

“The contribution is largest, not surprisingly, for smaller d, but

nevertheless, the contribution continues to grow out to at least twenty words,
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perhaps fifty words, well beyond the £6 word contexts typically found in many
disambiguation studies. Increasing the context from +6 words to +50 words
improves performance from 86% to 90%.”

Among number of approaches for disambiguation, the most appropriate
approach to determine the correct meaning of a Hindi word in a particular
usage for our Machine Translation system is to examine its context using N-
gram approach. After analyzing the past experiences of various authors
explained above, we have chosen the value of n to be 3 and 2 i.e. trigram and
bigram approaches respectively for our system. Trigrams are further
categorized into three different types. First category of trigram consists of
context one word previous to and one word next to the ambiguous word.
Second category of trigram consists of context of two adjacent previous words
to the ambiguous word. Third category of the trigram consists of context of
two adjacent next words to the ambiguous word. Bigrams are also
categorized into two categories. First category of the bigrams consists of
context of one previous word to ambiguous word and second category of the
bigrams consists of one context word next to ambiguous word. The
disambiguation algorithm starts with the look up in the trigrams databases. All
the three trigrams databases are looked up for the some entry corresponding
to ambiguous word. If the entry is matched in more than one trigrams
databases, the entry of the database with maximum frequency will be
considered to be the best match. If the entry is matched only in any one of the

three trigrams databases, then that entry is used regardless of the frequency.
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If in case, no trigrams database is able to disambiguate the word, then bigram
databases are used for disambiguation. Entry is looked up in both of the
bigrams databases and if found in both the databases, the entry with
maximum frequency will be considered. If the entry is found only in any one of
the bigram databases, then that entry is used for disambiguation. In the worst
case, if no entry is matched from any of entries in both trigrams and bigrams
databases, then this word is assumed to be unknown and out-of-vocabulary
module will handle such words. For this purpose, the Hindi corpus consisting
of about 2 million words was collected from different sources like online
newspaper daily news, blogs, Prem Chand stories, Yashwant jain stories,

articles etc. The most common list of ambiguous words was found. We have

found a list of 75 ambiguous words out of which the most frequent are & sé

and 31X aur. Following table shows a summary of different lexical categories

for these ambiguous words:

Table 5.7: Lexical Category % distribution of ambiguous words

S.No. Lexical Category Ambiguos Words

1. Noun 38%

2. Verb 13.5%
3. Adjective 6.5%
4. Adverb 1.38%
5. Postposition 1.38%
6. Noun and Verb 8.17%
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7. Noun and Adjective 21.39%

8. Adjective and 1.38%
Conjunction

9. Adjective and Verb 2.76%

10. | Noun,Postposition and 1.38%
Conjuction

11. Noun,adjective and 4.16%

adverb

Through Corpus analysis and taking this ambiguous word list as base, above
mentioned three types of trigrams databases (one word to the left and one
word to the right of the ambiguous word, two consecutive words to the left of
the ambiguous word, two consecutive words to right of the ambiguous words)
and bigrams (one word previous to the ambiguous word, one word to the right
of the ambiguous word) were generated from the corpus along with their
frequency in the corpus and stored into the databases trigramsMiddle,
trigramsLeft, trigramsRight, bigramsLeft and bigramsRight respectively. On

analysis, it has been found that in Hindi language, most common words that

are ambiguous are post positions like ¥ (sé), I (par) etc and the conjunction
3R (aur).
Consider the postposition ‘& that can be translated most commonly into 3, §

fA9d, a9d and &% . Let us take the example:
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#Hel TH A IOT 319 el o1 I & | (mainné ram sé pucha ap kaham ja rahé ho)

It is the task of word sense disambiguator module to find the appropriate

meaning/sense for the ambiguous word ‘@. The algorithm starts with

collecting the words surrounding the ambiguous word ‘& in the sentence.

Thus, it forms following three context bags with window size 3 in which

Context Bag 1 contains two context words previous to the ambiguous word &

sé, Context Bag 2 contains one context word previous to and one context

word next to the ambiguous word & and Context Bag 3 contains two context
words next to the ambiguous word & sé.

Context Bag 1: (Ha ) @) &

Context Bag 2: (I/#) & (I8

Context Bag 3: & (Jo) (3T9)

Then the algorithm searches the entry match for Context Bagl, Context Bag2
and Context Bag3 in trigrams databases - trigramsRight, trigramsMiddle,and
trigramsLeft respectively. The entries are found in different trigrams
databases as shown below:

Table 5.8: Example demonstrating the ambiguity resolution

Database Context Bag PunjabiMeaning | Frequency
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trigramsMiddle | (qra) & (qoT) 4] 1209
trigramsRight | @& ) () & Y] 845
trigramsLeft T (o) (379) 3 286

Above table shows that, the Punjabi meanings for all the three entries differ,
hence the entry of the database with maximum frequency among three, will
be used for disambiguation i.e. the entry with frequency 1209 will be used.
Reason for using the entry with maximum frequency among these is to further
find the most appropriate meaning for that ambiguous word.

Finally, the translated text in target language will be

A IH § Ufenr 37 fofd 77 I I | (maim ram nam pucchia tusr kitthé ja rahé
ho)

Database design: Table 5.9, Table 5.10, Table 5.11, Table 5.12 and Table

5.13 carries the design of the database used for storing entries for word sense

disambiguation.

Table 5.9: triGramsMiddle Database Design

Field Name Description

ambHindiWord Stores ambiguous word in Hindi

previousWordl Stores possible word previous to
ambiguous word in text

nextWordl Stores possible word next to ambiguous
word in text

punjabiWword Stores the correct translation for this
ambiguous word for this instance

Freq Stores the frequency of this trigram in the
analyzed corpus
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Table 5.10: triGramLeft Database Design

Field Name Description

ambHindiWord Stores ambiguous word in Hindi

previouslWord Stores possible word previous to
ambiguous word in text

previous2Word Stores possible word previous to
previouslWord mentioned above in the
text

punjabiWord Stores the correct translation for this
ambiguous word for this instance

Freq Stores the frequency of this trigram in the
analyzed corpus

Table 5.11: triGramsRight Database Design

Field Name Description

ambHindiWord Stores ambiguous word in Hindi

nextlWord Stores possible word next to ambiguous
word in text

next2Word Stores possible word next to nextlWord
mentioned above in the text

punjabiWord Stores the correct translation for this
ambiguous word for this instance

Freq Stores the frequency of this trigram in the
analyzed corpus

Table 5.12: biGramsLeft Database Design

Field Name Description

ambHindiWord Stores ambiguous word in Hindi

previousWord Stores possible word previous to
ambiguous word in text

punjabiWord Stores the correct translation for this
ambiguous word for this instance

Freq Stores the frequency of this bigram in the
analyzed corpus
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Table 5.13: biGramsRight Database Design

Field Name Description

ambHindiWord Stores ambiguous word in Hindi

nextWord Stores possible word next to ambiguous
word in text

punjabiWord Stores the correct translation for this
ambiguous word for this instance

Freq Stores the frequency of this bigram in the
analyzed corpus

Sample database entries:

There is no Hindi-Punjabi parallel corpus available and even no machine
readable Hindi-Punjabi dictionary is available. Thus, there is no way to
generate the data for word sense disambiguation databases automatically.
For this purpose, we have developed a small module for finding the bigrams
and trigrams for the ambiguous words from the Hindi Corpus. But the
corresponding equivalent meaning in Punjabi for the ambiguous word based
on its context is found manually and stored into the database for each entry. It
is very time consuming and tedious task. The triGramMiddle database
consists of 48,285 entries. The triGramLeft database consists of 46,735
entries. The triGramRight database consists of 49,217 entries. The
biGramLeft database consists of 52,456 entries. The biGramLeft database
consists of 51,129 entries.

Following tables show some of the database entries for fiveGrams, trigrams

and biGrams databases:
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Table 5.14: Sample Entries of triGramsMiddle Database

previouslWord | ambHindiWord | nextlWord | punjabiWord | Freq
qHAT &S (nal) 5291

q¥g (tarah) T (sé) (samjha)

A (aram) Hq (sé) %2 (kad) &%( nal) 1683

<X (dérn) o (s6) AA1(Ena) | 38 (nal) 4720

1 (kam) o (Sé) w0 (kam) | 3 (t6m) 3825
3 373 (nal) 853

@ (rakhné) H (s6) (unhém)

Table 5.15: Sample Entries of triGramsLeft Database

previouslWord|previous2Word|ambHindiWord |punjabiWord|Freq
HIg (moh) AT (maya) 3R @ur) w3 (até) 4138
3TTdT (alava)  |[PIS (koi) 3R (aur) J9 (hér) 2960
3 @ndar) (& (hD) b (s6) 3 (tom) 2105
T (tah IT (gaya) 3R (aur) 3 (até) 3198
Table 5.16: Sample Entries of triGramsRight Database
ambHindiWord|nextlWord |next2Word |punjabiWord| Freq
3R (aur) HIg (moh) AT (maya) ™3 (até) 2418
T (s6) qHTT agg 3 (tom) 3185
(samrthan) (vapas)
T (sé) HelTehTcd T (ki) &S (nal) 4190
(mulakat)
#T (kar) 3iferd (arkit) |39 (apni) | ST (kar) 964

Table 5.17: Sample Entries of biGramsLeft Database

\ previousWord \ambHindiWord\ punjabiWord ] Freq \
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g (moh) 3 @aur) W3 (até) 1684
37T (alava) 3R @ur) J9 (hor) 1590
3icI (andar) [ (s6) 3 tom) 3753

Table 5.18: Sample Entries of biGramsRight Database

ambHindiWord| nextWord |punjabiWord Freq

b (s6) T (6)k 3 tom) 1785

3 (aur) gfer (pulis) |39 (hor) 1049

H (s8) HeEd 3 tom) 2916
(mulakat)

3R (aur) 379 (ab) w3 (até) 2008

This database can be extended at any time to allow new entries in the
dictionary to be added.

Analysis:

The analysis was done on a document of 100 pages consisting of 3,58,874
words. It was found that about 8.4% words were ambiguous among these.
Out of these 8.4%, approximately 70% words were correctly disambiguated.
Following table shows the contributions of various bigrams and trigrams

databases mentioned above in disambiguating these words:

Table 5.19: Contribuation of various N-Grams in resolving ambiguity

S.No. Table Name Contribution
1. bigramsRight 28.15%
2. bigramsLeft 38.95%
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TrigramsMiddle 4.52%
4, TrigramsRight 14.52%
TrigramsLeft 13.86%

Thus, it is clear from above table that context of next two words for an

ambiguous word helps the most in disambiguating the sense of the word.

5.2.5 Handling Unknown Words

5.2.5.1 Word Inflectional Analysis and generation

In linguistics, a suffix (also sometimes called a postfix or ending) is an affix

which is placed after the stem of a word. Common examples are case

endings, which indicate the grammatical case of nouns or adjectives, and verb

endings. Hindi is a (relatively) free word-order and highly inflectional

language. Following table shows the Hindi Suffix List:

Table 5.20: Inflections in Hindi

3 3T 37T 3T T

g 33T 37t > Ty

S s g Fafr e
3 ED) 3fd KN eI 3ty
> 3TSar 37 3TFAT 3T
T 3Tsat 31T qar 3T
3T 3T 37T wafr TS

T gl 3T 3Tdar 3
3T msar 3T EiLes)ing 3T
3T 377 37T 37T 33T
33T 373 37T 370 3T
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30 3T 37 37T37Er K CTy
EXill 37AT3T 31T T3 K ICT

A detailed analysis of noun, adjective, and verb inflections that were used to
create this list can be found in McGregor [214] and Rao[215]. A few examples
of each type are given below:

Noun Inflections: Nouns in Hindi are inflected based on the case (direct or

oblique), the number (singular or plural), and the gender (masculine or

feminine3). For example, ST (agkd) becomes &8 (lagké) when in oblique
case, and the plural o5 (lagké) becomes &8I (laském). The feminine noun
TSI (lagki) is inflected as asfhaT (lagkiyam) and oIsfhar (lagkiyom), but it

remains uninflected in the singular direct case.

Adjective Inflections: Adjectives which end in 3T (&) or 31T (a/m)in their direct

singular masculine form agree with the noun in gender, number, and case.

For example, the singular direct 37T&T(accha) is inflected as 3T (acché) in all

other masculine forms, and as 3@ (acché) in all feminine forms. Other

adjectives are not inflected.

Verb Inflections: Hindi verbs are inflected based on gender, number, person,
tense, aspect, modality, formality, and voice. Rao [215] provides a complete
list of verb inflection rules.
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Because of same origin, both languages have very similar structure

and grammar. The difference is only in words and in pronunciation e.g. in

Hindi it is &18%T (lagkd) and in Punjabi the word for boy is H3™ (munda) and

even sometimes that is also not there like &Y (ghar) and Wd (ghar). The

inflection forms of both these words in Hindi and Punjabi are also similar. In
this activity, inflectional analysis without using morphology has been
performed for all those tokens that are not processed in the previous activities
of pre -processing and translation engine phases. Thus, for performing
inflectional analysis, rule based approach has been followed. For this
purpose, inflectional rules are also derived from the morphological analysis
developed by IlIT, Hyderabad. This morphological analyzer works for Linux
platform. First it was converted to work on Windows platform and then
inflection rules were extracted from it for Hindi language. These rules were
used for writing the rules for equivalent Punjabi inflections. These inflection
rules resulted for Hindi to Punjabi translation purpose are implemented using
regular expressions. The suffix separation module is based on the Hindi
stemmer presented in Ananthakrishnan and Rao [216], and works by
separating from each word the longest possible suffix Hindi Suffix List. When
the token is passed to this sub phase for inflectional analysis, If any pattern of
the regular expression (inflection rule) matches with this token, that rule is
applied on the token and its equivalent translation in Punjabi is generated

based on the matched rule(s). There is also a check on the generated word
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for its correctness. We are using correct Punjabi words database for testing
the correctness of the generated word. This generated Punjabi word is
matched with some entry in punjabiUnigrams database. The database
punjabiUnigrams is a collection of about 2,00,000 Punjabi words from large
Punjabi corpus analysis. Punjabi corpus has been collected from various
resources like online Punjabi newspapers, blogs, articles etc. If there is a
match, the generated Punjabi word is considered a valid Punjabi word. If there
is no match, this input token is forwarded to the transliteration activity.

The advantage of using punjabiUnigrams database is that ingenuine
Punjabi words will not become the part of translation. If the wrong words are
generated by inflectional analysis module, it will not be passed to translation
rather it will be treated as out-of vocabulary and will be transliterated.

It has been analyzed that when this module was tested on the Hindi
corpus of about 50,000 words, approx. 10,000 distinct words passed through
this phase. And out of these 10,000 words, approx. 7,000 words were
correctly generated and even accepted by Punjabi unigrams database. But
rest was either generated wrong and was simply transliterated. Following
table shows the correct accepted words generated by the inflectional analysis:

Table 5.21: List of Correct accepted words in translation after

inflectional analysis and generation

Rarst (rivajom) fae= (rivajam)
gATSACAr (samajvadiyom) | AHH=eMT (samajvadiam)
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e AT (dhamkiyam) THaMT (dhamkiam)
YT (uplabdhiyarm) SusEOMIT (uplabdhiam)
drend (taktém) 393 (taktam)

ST jaogn) et (jaérigi)

TSeidl (niklérigé) feasEd! (niklangé)
HAT3HT (simaom) HH=T (simavam)

33TC (uthasm) gor<t (uthavam)

ST (bacata) gger (bacanda)
q-g*a?r(pahuﬁcté) UJoe (pahuficdé)
f&@rsT (dikhaié) feu8 (dikhao)
gfaaifarat (pratiyogiyom) St (pratiyogianm)
ST (jadirign) "3 (javarign

STdTSTT (navaja) ST (navajia)
STl (jalakar) A& (jalaké)

3HT (dhuanm) ™t (dhuam)

TeIel (fafoiné) BT (tatdlan)

31T (arika) wiaT (arikia)

Following table shows the failure cases through inflectional analysis:

Table 5.22: Failure cases during inflectional analysis and generation

Input Token

Translation generated
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by inflectional analysis
TsfHaT (lagkiyam) | B3t (lagkiam)
dRATT (tarégna) 3TN (tarégnia)
[T (shuja) " (shujia)
HIYT (mugdha) HITTT (mugdhia)
TR (kirana) fagrfenr (kirania)
33T (utrava) 83gfenr (utravia)
3T (tarégna) 3ITTSNT (tarégnia)
YCIdr (patakha) Yyerfemi (patakhia)

The above Punjabi words are not correct and are not present in the Punjabi
language vocabulary. Thus,

punjabiUnigrams database and thus rejected. This step helps in improving the

these words have not been passed by

accuracy of the translation system.
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Following flow chart presents its working:

Word generated by tokenizer as
input

A 4

Look for a match of a rule among all the rules
related to inflectional analysis

No Forward this word for
transliteration activity

Is there a
match?

Apply the rule and generate
Punjabi Word

!

Is this generated Punjabi word
found in punjabiUnigrams
database?

__Noj

Yes

Generated Punjabi word will be
added to output

Figure 5.1: Flow Chart for Word Inflectional Analysis and generation
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Following table shows various inflectional rules, each illustrated with example:

Table 5.23: Inflection Rules

Rule Substring at | Hindi Example | String to be Punjabi
No. the end of replaced Example
Hindi Word
L. | ~em (iyariga) | T (piyariga) | <= (varga) | di=iar
(pivariga)
2. | T (iyanign | TS (piyargl) | SI=S (varigi) i)
(pivargi)
3. | XA (iyariga) | S (jiyarigd) | SI=Qr (variga) | =T
(jivariga)
4| e (iyarign) | StEN (yangn | <YM (varigi) w3 (jivarigi)
> | S (lyariga) | SN (iyariga) | <IST(vangd) | Hieiar
(jivanga)
6. | N (iyarign) | SEN (iyarign) | S=E (ivarigi) w3 (jivarigi)
7. | SR (yerigh) | SR (iyergy | <redier (ingram) | Tt
(Tngram)
8. | v (yerge) |Shar (iyerige) | <=t (7nge) HrEd (77ngé)
9. | Togam (iyariga) | TN (piyariga) | ST (Varga) | UeraT
(pivariga)
10. | fogaty (iyarign) | TO=E (piyarig) | <T=S (varigi) gt
(pivarigi)
11. | f2334f (iyerign | R=¥ef (piyergn) | <tedteit (ingiam) | Jreatht
(pTngram)
12. | @39 (iyerige) | TRIY (piyerige) | Y=t (inge) st pinge)
13. | ordefy qruafi (paaingrm) orErgit yreigim
(@airigim) (avarigiam) (pavarigiam)
14. | ©RI9T (ayEga) | U9 (payéga) | or=dT (avéga) YT (pavega)
15. | oryafr (ayégn | 9N (payeg) | =an (avégi) U4t (pavegi)
16. | &damr (jyega) | IS (paiyéga) | €1 (6g6) UGt (paocge)
17. | 539 (jysga) | IT=9T (paiyega) | €3t (6g6) US4t (paoge)
18. | Iar (yérige) g (payérige) | €41 (6gé) USdt (paogé)
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19. | fowam (jiega) | EfStwam (djisga) | € (0) fe8 (dio)
20. | Sfrwam (iega) | Srsiwam (dfiega) | € (6) fe& (dio)
21. | SR (iyega) | &fsem(driyega) | € (6) fe© (dio)
22. | Fafr(yerign | S (yergn | &4 (6ge) G (joge)
23. | A (yerige) | SR (iyerige) | €Y (6g6) HIGdt (i6gé)
24. | f33am (iariga) | A3 (piariga) | YT (varga) | diean(
pivarga)
25. | 1339 (iarga) | ™3 (piarga) | SIEQT (varga) | e
(pivariga)
26. | NZam (uriga) | RFW (piariga) | AR (variga) | dieiar
(pivarnga)
27. | f33a0 (igrign | T3 (piarigi) SIS (varign) et
(pivarigi)
28. | FaW (jurgn | S (piarigi) ST (fvarigi) et
(pivarigi)
29. | Faf (urign | RZIA (pidrigi) SIS (varign) et
(pivarigi)
30. | AR (iye) | QTS (dTiye) g(0) fe& (dic)
31. | Ul (jerign | STQA (jiérigh) Sredtft (Tngram) | Fredimnf
(fngiam)
32. | uel (erg) | SN Greng) | <YEF (Tngiarm) | s
(f'ngiam)
33. | WX (jerige) | SR (jierige) SrEdt (Ingé) HrEdt (jingé)
34. | <1391 (Gurigd) | U3 (paurigd) | TRGT (avariga) | UreT
(pavarga)
35. | ordel (Fairgl) | 9Tel (paairgl) | cTEEII yrgEaimi
(&ungram) (paungram)
36. | o1UaY (Fairigé) | 9TSAN (paairge) | <4l (Gvarige) | Uil
(pavargé)
37. | &M (yerign | Al (payérg) | S (6g8) UGl (paogeé)
38. | ot (agam) qgﬂ‘\?rr <3 (agam) Yigarar
(pahnagam) (pahinagam)
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39. | g1 (vana) gehdTelT QT (vauna) ygerger
(pakvana) (pakvauna)
40. | oTuar (56ga) | 9SRTEa < RJT (3694) Ygredr
(pakaéga) (pakaéga)
41, | oTQaT (Gaiga) | 9eTTa T2 (4vEg4) Ygradr
(pakaéga) (pakavéga)
42. | oraaft (Faig) | geRTEATT oI (avégi) a4t
(pakéaéga) (pakavégi)
43. | or3ief (3697 | geRTERT <R3 (aérigh) ygragit
(pakaéga) (pakaérigi)
44. | 13191 (86g6) | IeRTUaTT "G4l (80gé) Ugrgdt
(pakaéga) (pakaoge)
45. | wrdi (atim) gehIua) SUS L) yargemit
(pakaéga) (aundiam (pakaundram)
46. | o1elt (anim) 9hlail (pakanim) | '@t (Gupiam) | udr@emit
(pakauniam)
A7. | od (angd) | FATRIT (mardrgd) | o3 (ariga) HIar
(marariga)
48. | qodlr(argh) | AT (mararg) | <3 (argh) HrIaT
(mararigi)
49. afr (ergn) AN (maréng) | =3ttt (pagiam) | HIEd
(marnagiam)
30. | 33T (8rgé) ANEY (marérigé) | =41 (ragé) HI=dr
(marmagé)
S1. | & (harom) gRe&T (parihrom) | 1997 (hiram) yfafaat
(parihiram)
52. | a3t (bhaom) | IfQamatt =t (bhavanm) yf3gret
(pratibhaom) (pratibhavam)
S3. | I (arigd) | AT (mardriga) | <"adT (ariga) HIar
(marariga)
S4. | 343 (8rgé) ANEY (marérigé) | =41 (ragé) HI=dr
(marpagé)
55. | wridt (arige) | AR (mararige) | <iJl (rigé) HIS
(marargé)

Language in India www.languageinindia.com
10 : 10 October 2010
Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation

781



56. | guar (i6ga) qIgueN( paiéga) | €J1(6gé) USdt (pacge)

57. | $am(arga) | 3T (pauriga) | <9 (variga) T
(pavariga)

58. | St (arigi) aTSet (paarigh | =9 (varigi) Y3t
(pavargi)

59. | 3w (ariga) | 9T (padriga) | 9T (varga) YT
(pavariga)

60. | Zafr(arig) | WSl (paarg) | SR (varig) Uit
(pavargi)

61. | dafr (6righ) aTdel (paérigh) | €t (6gé) uSdl (paogé)

62. | wafr (arigh) ardal (paérgl) | 69t (6g6) gt (pacge)

63. | waY (6rigs) uTqe (paérige) | 69t (6gé) UrGdt (paoge)

64. | &Y (6rige) urdar (paerige) | 63t (696) USdt (pacge)

65. | 33t (arigi) arsel (paarig)r | =TT (varigi) Yriat(
pavargi)

66. | Jam (y6ga) URIET (payéga) | 29T (vEga) Y=dT (pavéega)

Database Design for punjabiUnigrams:

Following table shows the database design for punjabiUnigrams:

Table 5.24: punjabiUnigram Database Design

punjabiUnigram

Stores the Punjabi word

Frequency

Stores the frequency of this word
in the analyzed Punjabi corpus.

Sample Entries for punjabiUnigrams database:

Following table shows the sample entries for punjabiUnigrams database:
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YfSH (pulis) o112
=S98T (bacaun) 518
fe@atis (ilaikfisaran) | 3

JSIH&S (prauvijnal) 1

5.1.5.2 Transliteration

With the advent of new technology and the food of information through the
Web, it has become increasingly common to adopt foreign words into one's
language. This usually entails adjusting the adopted word's original
pronunciation to follow the phonological rules of the target language, along
with modification of its orthographical form. This phonetic “translation" of
foreign words is called transliteration. Transliteration is a process that takes a
character string in a source language and generates equivalent mapped
character string in the target language. One of the most frequent problems
translators must deal with is translating proper names and technical terms.
Such terms are not translated rather are transliterated. Transliteration maps
the letters of source script to letters of pronounced similarly in target script.

Transliteration is particularly used to translate proper names and technical

terms from languages. For example the word a2ITel (visha)l is transliterated
as feH® (vishal) whereas translated as 23" (vadd)a. There must be some

method in every Machine Translation system for words like technical terms

and proper names of persons, places, objects etc. that cannot be found in
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translation resources such as Hindi-Punjabi bilingual dictionary, surnames

database, titles database etc and transliteration is an obvious choice for such

words. It is the process of converting characters in one alphabet into another

alphabet.

Principles for Transliteration

Following are some of the principles for a transliteration system:

e Partial Reversibility: Two segments of text in the target script, arising

from the same source script, are to be the same if, and only if, the
segments in the source script are either identical or use alternative

orthography.

e Uniformity: Two segments of text in the target script, arising from
different source scripts, are to be the same if, and only if, the two
segments in the source scripts correspond precisely, according to

comparative linguistics.

e Compromise: One symbol may have different meanings if its
interpretation is never in doubt. Compromise is also necessary whenever

two of these principles conflict.

¢ Readability: Even if the text is meant for computer processing, it needs

to be read easily.

e Economy: This will also improve readability.
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e Approximation: The symbol used should remind one of sound, and of

the transliteration scheme used for printing.

Transliteration Guidelines

The following lists the general guidelines for transliterations:

Complete: Every well-formed sequence of characters in the source script
should transliterate to a sequence of characters from the target script.
Predictable: The letters themselves (without any knowledge of the languages
written in that script) should be sufficient for the transliteration, based on a
relatively small number of rules. This allows the transliteration to be performed
mechanically.

Pronounceable: Transliteration is not as useful if the process simply maps
the characters without any regard to their pronunciation. Simply mapping by
alphabetic order could yield strings that might be complete and unambiguous,
but the pronunciation would be completely unexpected.

Unambiguous: It is possible to recover the text in the source script from the
transliteration in the target script. That is, someone that knows the
transliteration rules would be able to recover the precise spelling of the
original source text.

Partial Reversibility: In script transliteration, there are cases where all
characters in the source script may not have one-to-one mapping for

transliteration in the target script. To preserve pronunciation these characters

Language in India www.languageinindia.com 785
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




may mapped to some character or sequence of characters that may produce

a similar sound. In such cases reversibility will be incomplete.

History of Transliteration

e 1885 — The American Library Association [ALA] creates a system for
representing Cyrillic characters. No diacritics are used. (e.g. zh, kh, tch,
sh, shtch, ye [for jat], yu, ya) Reverse transliteration is not considered.

e 1898 — The Prussian Instructions (Preussische Instruktionen [PI]) are
created, which use a system of transliteration based on the Croatian
model (with diacritics).

e 1909 — The ALA and British Library Association [BLA] allow for two
systems, the ALA system and one based on Croatian.

e 1905 — Library of Congress creates their system, which is virtually
identical to what is used today.

e 1917— The British Academy creates its own system. Like many other
systems. It does not take into account reverse transliteration.

e 1930s— Central European and Scandinavian countries adopt the
Prussian Instructions [PI]. This system was based on the Croatian model.
Exceptions were made for German speaking countries, where "ch" was
used instead of "h" for Cyrillic "x"

e In France the Bibliotheque Nationale adopts a purely phonetic rendering
following French spelling conventions (transcription rather than
transliteration).

e 1953 — The British Royal Society [BRS] creates another system,
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covering Russian, Serbian & Bulgarian (but not Ukrainian, Macedonian or
Belorusian).

e 1954 — The International Organization for Standardization [ISO] creates
ISO/R9. Based on Croatian, this transliteration system is very close to the
Pl system.

e 1959 — The British Standards Institution [BS/BSI] rejects ISO/R9
(because of its reliance on multiple diacritics) and comes up with its own
system: BS 2979. Very close to the British Royal Society system. (This
system is used by Chemical Abstracts).

e 1976 — The American National Standards Institute [ANSI] publishes their
system, nearly identical to the BSI system.

e 1968 — ISO/R9:1968 is relaxed to allow for the ANSI and BS 2979
systems (in certain countries).

e 1995 — |ISO/R9:1995 reverts to to its initial standards, doing away with
allowing "ch" or "kh" for Cyrillic "x."

Transliteration Models:

Four machine transliteration models have been proposed by several

researchers: grapheme-based transliteration model (¥g), phoneme-based

transliteration model (%), hybrid transliteration model (%) and
correspondence-based transliteration model (Y¥c). These models are
classified in terms of the units to be transliterated. The Y¥s is sometimes
referred to as the direct method because it directly transforms source

language graphemes into target language graphemes without any phonetic
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knowledge of the source language words. The ¥p is sometimes referred to as
the pivot method because it uses source language phonemes as a pivot when
it produces target language graphemes from source language graphemes.

The ¥4 and ¥: make use of both source language graphemes and
source language phonemes when producing target language transliterations.
Hereafter, we refer to a source language grapheme as a source grapheme, a
source language phoneme as a source phoneme, and a target language
grapheme as a target grapheme.

The transliterations produced by the four models usually differ because the
models use different information. Generally, transliteration is a phonetic
process, as in ¥ , rather than an orthographic one, as in ¥s. However,
standard transliterations are not restricted to phoneme-based transliterations.

A review of the archives of Indian language documents on the Internet
reveals several other schemes of Transliteration and fonts. The Indology site
in England has electronic texts of Sanskrit Documents prepared in CSX
format, a special input method recommended in 1990 for Sanskrit data entry
using a DOS feature called Code page switching. ITRANS which is more
recent offers conversion facilities to convert from CSX to the ITRANS
format. The Tamil archives of the Institute of Indology and Tamil Studies in
Germany (lITS) has an archive of texts of Tamil Sangam literature and many
Sanskrit documents. These archives are based on the transliteration scheme
recommended by the University of Madras, a fairly well known and accepted

standard.
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Transliteration among Indian scripts is easily achieved using ISCII
(Indian Script Code for Information Interchange). ISCIl has been designed
using the phonetic property of Indian scripts and caters to the superset of all
Indian scripts. By attaching an appropriate script rendering mechanism to
ISCII, transliteration from one Indian script to another is achieved in a natural
way. Transliteration schemes have to face the problem of letters present in
one language and not in the other. Thus, unless a superset of letters from all
the Indian Languages is formed, uniform transliteration is ruled out. Ram
Viswanadha [217] has the view that when characters do not have any
appropriate transliteration they should be consumed and not replaced with

any other character. This results in partial loss of reversibility.

Our Approach
Although Hindi and Punjabi are closely related languages and for except few

cases all alphabets of Devanagri script are present in Gurmukhi script, the
task of transliteration from Hindi to Punjabi is not trivial. The Unicode
encoding has eased the problem to some extent. In our system besides direct
character mappings from alphabet in one script to another, rule based
transliteration useful for a translation system is also employed to improve its
accuracy. Using only direct character mapping, it shows that this word is out- -
of-vocabulary for our system and has been displayed in the output by

changing the script and is unknown to our system. Both direct character

Language in India www.languageinindia.com 789
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




mapping and complex rules employed for transliteration are explained in the

following sections.

Direct Character Mappings:

Both Hindi and Punjabi languages are phonetic languages and their scripts
represent the phonetic repository of their respective languages. These
phonetic sounds are used to determine the relations between the characters
of two scripts. On the basis of this idea, character mappings are determined.
With this system every alphabet can be uniquely mapped to the
corresponding alphabet as shown in following table. Taking into account the
similarity of both the scripts, letter to letter mapping is the obvious choice for
baseline. Following table 5.26 shows the direct mapping of Hindi to Punjabi
alphabets:

Table 5.26: Direct Hindi to Punjabi Character Mapping

Hindi Character | Decimal Code | Punjabi Character | Decimal Code
S 2305 <’ or @ 2562 or 2672
2306 <or d 2562 or 2672
2307 : 58
q 2309 M 2565
o 2310 mr 2566
T 2311 fe 2567
2 2312 S 2568
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S 2313 S 2569
EZ 2314 g 2570
£ 2315 fa 2608+2623
¢ 2317 g 2575
T 2318 g 2575
T 2319 g 2575
T 2320 " 2575
it 2321 T 2566
st 2322 i 2580
£l 2323 g 2579
o 2324 i 2580
® 2325 el 2581
2l 2326 Y 2582
T 2327 a 2583
o 2328 w 2584
T 2329 5 2585
El 2330 ¥ 2586
& 2331 & 2587
El 2332 A 2588
El 2333 E 2589
&l 2334 T 2590
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< 2335 2591
B 2336 2592
< 2337 2593
< 2338 2594
T 2339 2595
a 2340 2596
il 2341 2597
< 2342 2598
a 2343 2599
T 2344 2600
l 2345 2600
q 2346 2602
% 2347 2603
Bl 2348 2604
H 2349 2605
A 2350 2606
Rl 2351 2607
i 2352 2608
kS 2353 2608
T 2354 2610
% 2355 2611
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@ 2356 2611
gl 2357 2613
o 2358 2614
k) 2359 2614
Gl 2360 2616
g 2361 2617
2364 2620
ot 2366 2622
fo 2367 2623
il 2368 2624
3 2369 2625
2 2370 2626
o 2375 2631
2376 2632
of 2377 2622
Sl 2378 2635
o 2379 2635
o 2380 2636
2381 2637
& 2384 2579+2606
® 2392 2581
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9 2393 2649
Ell 2394 2650
El 2395 2651
s 2396 2652
e 2397 2652+2637+2617
® 2398 2654
q 2399 2607
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Following flowchart explains the working of the transliteration phase:

Word generated by the tokenizer
as input

A

A\ 4
Read one character at a time

A 4

)

Is any rule matched

for the character? Apply the rule

Apply direct character mapping for the character

A

Is the full
word read?

No

Is the transliterated
word found in
punjabiUnigrams
database?

Yes

Apply direct character mapping for
transliteration without using any
complex rule.

iteration
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Figure 5.2: Flow Chart for Transliteration Module

Rule Based Mapping:

Although direct character mapping can produce successfully the transliterated
output in Punjabi which can represent the source word in target language, but
we can improve the results by making them nearer to target language in term
of spellings and choice of alphabets by using some set of rules. A quite
reasonable improvement can be achieved by small amount of dependency or
contextual rules. Following are the rules for alleviating some of the problems
not solved by direct character mapping.

1. AT at the end of the words of length greater than 3 will be transliterated
into m™. For example: Tafrd=am (vikipidiya) : festtfifsnr (vikipidia),
JAZAT (vébduniya): Faefen(vébdunia)

2. Substring 33T in the word of length greater than 3 will be transliterated

to W&, For example: 3TETH (Gyam): waH(ayam), Sariaa(ayatit):
w33 (4yatit) .

3. T at the end of the words will be transliterated into gt. For example:

FISTYAT (Vajpéyn): =AUt (VajpéT), TeAtdT (émplayl)»ustet (amplar).

Language in India www.languageinindia.com 796
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




4. T at the end of the word will be transliterated into €. For example: 1&1d
(akshay) : mame (akshag), TIFITIT (samudrparly) : AHEauUTde
(samudraparié).

5. AT preceded by consonant or halant in the word, will be transliterated

to fo + » + o1, For example: ™ITH (pyas) : M (pias), saTA(byas):
e (bias).

6. I preceded by consonant or halant in the word, will be transliterated

into fo + €. For example: 31T (abhimnya): wWiSHIEG(abhimnid),
ufa=y (évinyi) : Bfefs8(6vinia).

7. g preceded by consonant or halant in the word, will be transliterated
into fo + @. For example: SF&g=iTelisl(immyunolaji) : @St
(immiundlaji), ﬁ?gw(maikyulam ) : AfS@&H(maikiulam).

8. U preceded by consonant or halant in the word, there is a consonant,

will be transliterated to f> + 8. For example: fshafea(kriyéfv) : afgedte

(kariéfiv), TASISAX(endibyér): EaSaRI(endibiér).
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9. ¥ preceded by consonant or halant in the word, will be transliterated
into fo +%. For example: &iged(kahilyai): fafdnt(kahiliai), Higarcd
(modgapyai): AEIfiml(maédgapiai).

10.3 within the words of length greater than 2 and not at the beginning of
the word, will be transliterated into €. For example: ?fflT (thuyér):
gad(thuér).

11.9 within the words and not at the beginning of the word, will be
transliterated into f: and g For example: ST (baydra): f‘ErQEIT(biaré),
e (kampyatar) : Sfugcd(kampidtar).

12. T preceded by matra <:T and followed by consonant, will be

transliterated into f&. For example: T@R—fAF (rasaynik): IAfefed
(rasairik), STATIErS(daybif)):3TefacH(daibity).

13. o147 at the end of the word will be transliterated into o, For

example: GHSIIAT (samjhaya): AHSan(samjhaia), SeXIA1(thahraya):

SIITenT(thahraia).
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14. o141 within the word and not at the end <™. For example: JSIT—ATEAT
(sajayaphta). AAAS' 3" (sajayaphata), «Tiard(nayab).adrd(nayab).
15.9 preceded by the matra f and followed by consonant in the word, will
be transliterated ™. For example: SferrRI# (kailshiyam): aSfmmn

(kailshiam), TSI (st&dyam):AS3H(satédam).

16.7 preceded by the matra & and followed by the matra <T in the word,
will be transliterated into f:: + . For example: Jgﬁl'aT (muthaiya) :
HEM(muthia), AT (phaiyaja): e (phiaj).

17.Dead Consonant % (%) followed by live consonant & in the word, will

be transliterated into <. For example: #F@sI(makkhan): HHE
(makkhap), FEAFET(madhumkkhi): HOHE (madhumkkhi).
18.Dead Consonant () followed by live consonant & in the word, will be
transliterated into . For example: =27 (iccha): fégt(iccha),
3hT(akacch): wag(akacch).
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19. Dead consonant 2(<) followed by live consonant &, will be transliterated
into <. For example: Igt(mafthi) : Hat(matth),dgT(bhattha):
F&T(bhattha).

20. Dead consonant 31(7) followed by live consonant ¥ in the word, will be
transliterated into <. For example: ®¥5¥ (magghar) : H¥d(magghar),

Agsad1(lakkrabggha): Bazsur(lakkrabggha).

21.Dead consonant S1(S) followed by live consonant 1 in the word, will be
transliterated into <. A<= (nijjhar) : f&gg(nijjhar), 35818 (ujjhar):
g (ujjan).

22.Dead consonant d (d) followed by live consonant ¥ in the word, will be
transliterated into <. For example: 9e2R (patthar):J=d (patthar), T
(kattha): & (kattha).

23.Dead consonant §(c) followed by live consonant € in the word, will be
transliterated into <. For example: T&&TY (siddharth): fiagg
(siddharath), 31fa1%g(Aniruddh) : wfsdd(aniruddh).
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24.Dead consonant 5(3) followed by live consonant @ in the word, will be

transliterated into <». For example: 313eT (gadaha): die(gadaha),
g3el(budgha) : g7 (budgha).

25.Conjuct consonant 3 in the word will be transliterated in Gurmukhi into

fo +31 + . For example:@3Mad AT (khagolvaigianik) :
RIS fIMITSIa(khagolvaigianik), AATAATAT(manovigiani): HSTfImrat

(mandvigiani).

26.Dead consonant #H (H) followed by any labial consonant (9,9,%,H,d),
will be transliterated into <. 9FHT (pammi): UHt(pammi), &9 (pamp):
Yy(pamp).

27.Dead Consonant followed by the live consonant of its preceding dead

consonant in the word, will be transliterated to <. This rule is not

applicable for consonants # and . For example: f¢a3ra1(digga;) :

&9 (diggaj), Beall(chajja): &r"(chajja).
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28.Dead Consonant o (o) followed by live consonant =T in the word,will be
transliterated to <. For example: 9s=1l(panna) : Y& (panna), 31r—¢|m?~n's‘*(
annamlai(annamlai), &HSTEt (annamia).

29.% or («X) preceded by consonant & in the word will be transliterated
of9. For Example:  fohehe (kriké ). Tqae (krikét) EEehei(sarmskirit) :
HAI3 (samskrit).

30. (<) preceded by consonant T in the word will be transliterated <:d. For
Example: 9319TITell(prayogshala): ’-{!ﬁ'd’rHW(prayégshélé), feaT
(pripfirg) :RffEan(pripdg).

31.Conjuct consonant & in the word will be transliterated to H. For
example: &Hsg a(kshéméndr rav): IRNed J'< (kashéméndar rav),
Fo&T(kurukshétr), IgIRII(kurukshétar).

32.Conjuct consonant T in the word will be transliterated to 3d. For

example: FWel(triphia): 328 (triphia), df3hI(tantrika):33fds(tantrika).
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33.Conjuct consonant A in the word will be transliterated to Hd. For

example: =avi(shravan) : ma=<(sharvan), Sswts(shrilrikal) : Adt@art

(sharilrikar).

34.< or & preceded by either 31T or § or ¥ or 31T or 31t or 3it or 3 or & or «T
or <X or & or & or ¥ or <} or <t then < or < in the word will be
transliterated to <. For example: fRUTede (dipartmént): fsurgene

(dipartamént), UE1(aiptri)»edi(aintr).

35.< or & preceded by either T or 37 or gorgorgor % in the word will be
transliterated to <. For example: Zex=eMa(infranaishnal) : ffeganeas

(infranaishnal), T (éntni):Eest(énin).

36.: or & between two consecutive consonants in the word, will be
transliterated to <. For example: &< (sandip):Fetu(sandip), T&=eq

(studants),Fesen(satidntas).

When translation was performed on a document of 100 pages consisting of
about 3,58,874 words, We found that about 24% of total words gets
transliterated during translation process. Thus, above transliteration module
plays a major role in translation.
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5.3 Summary
This chapter presented the detailed working of tokenizer and the working of

sub phases of translation engine phase of our Machine Translation system.
The translation engine plays an important role in selecting the correct target
language. Identifying surnames and titles modules detect the proper names of
a person and pass them to the transliteration module. N-gram approach is
employed for word sense disambiguation. The solution for handling out of
vocabulary words using inflectional analysis without using morphology and
transliteration activities are discussed in depth. The output generated by this
phase is further refined by the post-processing phase. This phase is

discussed in detail in next chapter.
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Chapter 6

Post-Processing

6.1 Grammar Corrections

In spite of the great similarity between Hindi and Punjabi languages, there are
still a number of important grammatical divergences: gender and number
divergences which affect agreement. The grammar is incorrect or the relation
of words in their reference to other words, or their dependence according to
the sense is incorrect and needs to be adjusted. This phase is the tail end of
our Machine Translation system. It is a sentence level post-processing
module that improves the translation quality by making corrections in the
translation generated. In other words, it can be said that it is a system of
correction for ill-formed sentences. The output generated by the translation
engine phase becomes the input for post-processing phase. This phase will
correct the grammatical errors based on the rules implemented in the form of
regular expressions discussed in the next section. In this section, we will
discuss error categories which include those mistakes that lead to
ungrammaticality, and thus need to be corrected. It is not possible to fully
remove all the grammatical errors but to some extent. In each of the examples

given in each error category, sentence marked with the asterisk (*) is
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ungrammatical sentence and the other sentence without the asterisk (*) is the

one corrected grammatically by the post processing phase.

1. Within Verb Phrase Agreement:
In a typical Punjabi sentence, within verb phrase, all the verbs must agree in

gender and number.

1(a) * fegrsT &t vie Hee It A<t Ia|
(nirmala dr avaj sundé hi bhajjdr han.)
feausT €t e gee dt At Is|

(nirmala dr avaj sundé hi bhajjdiam han.)

1(b) * 85" UGS & frmirer fena® 39T 1 9793 9T AfES WUt wigHdMmT
VI IH-dH ddel IS |

(unham kampniam nam jiada viakul karéga jo6 bharat vicc sathit apnr

anushrigiam)

5" uSht § frmireT fong® 39T 1 3793 €8 A3 wiyEt wigHaim
AT IH-IH IIei IS |

(unham kampniam nam jiada viakul karéga jo bharat vicc sathit apnr
anushrigiam duara kamm-kaj karandiam han)

1(c) *fUed 7S foR HIS JUSt & 2,76,580 HeaAEIds 20t AS |
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(pichlé sal isé mahiné kampni né 2,76,580 moé tarsaiklam vécr san)

Ue® 75 TR 1S JUST & 2,76,580 HedA SIS 2o AS |

(pichlé sal isé mahiné kampni né 2,76,580 mé tarsaiklam véciam san)
2. Noun’s Oblique Form before Postpositions
In the Punjabi Sentence, the noun before the postpositions take the oblique

form.

2(a) *AS AH 3 W' |

(sabh samam té ao)

AS AR 3G |

(sabh samém té ao)

2(b) *Ier & H3IM & wer 37 |

(raja né mantriam nim adésh ditta .)

(rajé né mantriam nam adésh ditta)
3. Subject Verb Agreement

In Punjabi Sentence, the subject must agree with verb.

3(a) *3H A & HAH 28 & AAC IS |

(tusr kor vi musmmi phal lai sakadé han)

IS G ST S Fae I |
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(tusr kor vi musmmi phal lai sakadé ho)

3(b) W TS T ST THFS Jd Hae IS |

(asim valam dr thik deékhbhal kar sakkdé han .)

Wi T8 & S SHFS Jg Hae IF |

(asim valam dr thik dekhbhal kar sakkdé ham)

4. Verb Object noun phrase agreement if there is 9<ier cahida in verb

phrase

In Punjabi Sentence, verb must agree with the object noun phrase if there is

grdier in the verb phrase.
4(a) * ifem i fog 316 ArOHE widl I S AICIOAs S wid widiar § A3
frmmeT 33, 9 wIs 389 & Uit gdier J |

(prikhia vicc ih gall sahmané ar hai ki sarktagrasat baisk aph amrika
nim sabhtém jiada 33 . 9 arab dalar di panji cahida hai .)

ifemr @9 feg 918 AIHE Wt J o AdcIgRs g9 wie wHder § A3
frmmeT 33 . 9 wiIs 389 & Uil odit J |

(prikhia vicc ih gall s@hmané ar hai ki sarikfagrasat bairk aph amrika

nim sabhtém jiada 33 . 9 arab dalar di panji cahidr hai .)
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6.2 Pattern matching and Regular Expressions:

Pattern matching is a searching technique employed normally on a string
containing text in order to locate a portion or all of the specified data based on
a specific search pattern criterion. A regular expression is a special text string
for describing a search pattern. Regular expressions are a ‘way to describe
text through pattern matching’ (Stubblebine 2003: 1). Regular expressions
provide a powerful, flexible, and efficient method for processing text. The
extensive pattern-matching notation of regular expressions allows to quickly
parsing large amounts of text to find specific character patterns; to extract,
edit, replace, or delete text substrings. The idea of using regular expressions
for natural language processing is widely known. By using them, the most
complex and repetitive linguistic errors can be identified and replaced with the
right text in the MT output. The syntax of regular expressions can be simple

or highly complex, depending on the pattern.

6.2.1 Related Works

The concept of automated Post-Editing was first introduced by Knight and
Chander[218] and further explored by Allen and Hogan with a view to fix
systematic errors committed by an MT system [219]. When these MT errors
cannot be fixed with advanced User Dictionary coding techniques, they may
be fixed using powerful global search and replace patterns. Roturier [220-223]

used regular expressions for post-processing module of their Machine
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Translation system. Kartunnen [224] suggests applying finite automata and
transducers that represent regular expressions, for natural language texts.
Oflazer [225] shows the use of regular expressions for tokenization, shallow
parsing or morphology analysis. Hasan [226] describes the use of regular
expressions for sentence clustering in SMT. Number of hybrid experiments
have been conducted by combining rule-based MT (RBMT) systems with
Statistical Post-Editing (SPE) systems. Two experiments were carried out for
the shared task of the ACL 2007 Workshop on Statistical Machine
Translation, combining a raw SYSTRAN system with a statistical post-editing
(SPE) system. One experiment was run by NRC using the language pair
English<>French in the context of Automatic Post-Edition systems using the
PORTAGE system. The second experiment based on the same principle was
run on the German > English and Spanish > English language pairs using the
Moses system. The objective was to train a SMT system on a parallel corpus
composed of SYSTRAN translations with the referenced source aligned with
its referenced translation. A detailed evaluation of these experiments was
then conducted and presented in [227,228]. They concluded that the
SYSTRAN+SPE experiments demonstrated very good results — both on
automatic scoring and on linguistic analysis. Their detailed comparative
analysis provided directions on how to further improve these results by adding

“linguistic control” mechanisms.

6.2.2 Our Approach
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Here, we present the use of regular expressions in a translation system for

doing post editing. The grammatical categories discussed in Section 6.1 are

corrected using pattern matching through regular expressions in the MT

output. It is a two step process:

0] Pattern mentioned in regular expressions are matched with text.

(i) If some pattern(s) matches with the strings in the text, it is replaced

with the required one mentioned in pattern matched regular

expression.

We have formulated 28 regular expressions for correcting such grammatical

errors. Following table shows the distribution of regular expressions on the

basis of error categories discussed above:

Table 6.1: Grammatical Error Category wise Regular Expression

Distribution
S.No. | Grammatical Error Category Regular Expression
Count
1. | Within Verb Phrase agreement 12
2. | Noun’s Oblique Form before | 02
Postpositions
3. | Subject Verb Agreement 13
4. | Verb Object noun phrase agreement if | 01
there is G™JIE™ (cahida) in verb phrase
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For instance, the following example shows the subject verb agreement

through regular expression:

MT output before post-processing : Wi T8 & 3T YIS JI Hae IS |

(asim valam dr thik dekhbhal kar sakkdé han .)

Search pattern : (HD) (((?1\UOAO5\UOA38\UOAL0).)+)(TB)
Replace pattern : $1$23°
MT output after post-processing : WH @& T 3l SHIS od Hae I |

(astm valam dr thik dékhbhal kar sakkdé ham)
In the above example, the pattern is matched for a sentence in which subject

is WHI and verb is I&. Even the regular expression has been written in

complex way to handle similar nested patterns also. $1 and $2 are the
environment variables to store the intermediate substrings matched within the
pattern.

The analysis was done on a document consisting of 35500 words. It was
found that 6.197% of the output text has been corrected grammatically using
these regular expressions. Following table shows the contributions of various
regular expression categories in correcting the grammatical errors:

Table 6.2: % Contribution of Regular Expressions on the basis of

Grammatical Error Categories

S.No. | Grammatical Error Category Regular Expression
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Count

Within Verb Phrase agreement 38.67%

Noun’s Oblique Form before Postpositions | 3.20%

Subject Verb Agreement 35.63%

B W N R

Verb Object noun phrase agreement if | 9.84%

there is BJITT (cahida) in verb phrase

6.3 Sample Translations:

Following are some sample translations obtained from the system:

Input: THTTAT & Toh STecT &1 Shellceh o TsTeilicieh HIASY T i HaelT & ST

sambhavna hai ki jaldri hi karnatak ké rajnitik bhavishy k& kor phaaisla
ho jaéga

Output: Ages™ I g ABTT It SdaTed © IHSIE3E 3y T J8 SRS J A=4r|

( sambhavna hai ki jaldr hi karnatak deé rajnitik bhavikkh da kor phaisla
ho javéga).

Input: ST AT & 39T SiideT S 1A & g 30T T AT & |

(/1ala sahab né apna jivan isi kam ké hétu arpan kar diya hai.)

Output: 3T ATIE & WU Ales TR IH S SE waus aa fi&37 I |

(/ala sahib né apana jivan is kamm dé lai arpan kar ditta hai).

Input; 39T feFaR aghr & gera w3 8ff o oemy|
(apna bistar khirki s€ satakar kabhi bhi na lagaém.)
Output: WUET faA3T fu3el 3 Acad a8 & &t Barg |
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(@8pana bisatra khid:ki tom satakar kadé vi nahim lagao .)

Input: I AR T STATHATETG, & ToiT Ashel I |
(shariph lahaur s€ islamabad ké lié niklé thé .)

Output: AJE FJJ 3 feAsHET Bt f6a8 As |

(shariph lahaur tdmislamabad lar niklé san).

6.4 lllustrative Example:
For illustration purpose of how the input is passed through various phases

consider the following sentence in Hindi:

Input: & 379e1 I &I9eh AT @ g8 & a1 af gAR A1y aef 3
O & I J<di T FASE HLAT AIRIM 1A gH AT I8 ¢ |

(ham apné dost dipak sharma sé pichérigé ki kya vé hamaré sath van dé

haim).
Pre Processing Phase:

e During the Text Normalization, el (khaél) will be replaced with @er

(khél)
e No named Entity is found.

e T 3 (van ¢é) is collocation , thus it will be replaced with @8 2 (van
dé) rather than it’s actual word to word translation Fd1% 3 (jarigal gé)

Intermediate Output: A 39l aFd &9 AT ¥ &1 & Far ar gAR

Y 5 3 AT W HY IR dTdl T AGG AT dAIRIM ot §H el dlgd o

(ham apné dost dipak sharma sé plchéngé ki kyd vo hamaré sath van dé

haim)
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Tokenizer: It will generate &, 3191, GI¥d, &ueh, AT, A, IS91, o, &, o,

AR, O1Y, ¥5, 3, #H9, W, N, IN, g<al, F, AcE, HIT, IR, o8, &,

$eT, dT8d, &,1. These tokens are generated one by one and passed to

translation engine for processing one after another.
Translation Engine:

e No Title is found

e Surname AT is found and thus &9 AT will be translated to S

HIH rather than T AIH

o &H, 394, CEd, YOI, T, T, A, gAR, W1y, W, IR, S, $, FAeg,
AT, AT, S, §H, I, II8d, &, tokens will be translated using

lexicon lookup and will be translated to wH, »ue | A3 , Ugql, fa,

dt, €9, A3, &%, u%, Jidig, dSfonf, didt, Hee, ddar, gradr, fAs,
wH, 93T, Ige, ISl respectively.
e Tokens & and %X are ambiguous words and hence using word sense

disambiguation approach, these will be translated to 3 and &

respectively.

o # will be transliterated by the transliteration module to 7.

Intermediate Output: WH WU A3 SUd AIH 3 Usl fa st 869 A3 &%

& 3 1Y 8% o I3 Sfon & Hee JI&" TIEr iR Wi J3& Tde IS |

(asim apané désat dipak sharma téom puccharigé ki ki uh sagé nal van dé

cahundé han.)

Language in India www.languageinindia.com 815
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




Post Processing:
Pattern matching is done using regular expressions for correcting grammar.
Thus, this output will be made grammatically correct using the regular

expressions implementing the grammatical agreements. In this example,

subject verb agreement will be done and I& will be replaced with .

Final Output: Wi g 73 Thua #an 3 Ust g ot 869 A3 5% @6 3 1Y

9% & II9iT Sfon T Hee 9T II9T fAR Wi dge Ide If |

(asim apané désat dipak sharma tom puccharigé ki ki uh sage nal van gé

cahundé ham.)

Evaluation:

The evaluation document set consisted of documents from various online
newspapers news, articles, blogs, biographies etc. This test bed consisted of
35500 words and was translated using our Machine Translation system.
Following table shows the contribution of various important modules of the

system during translation:

Table 6.3 : % Contribution of Various MT System Modules during

Translation
Module Submodule Contribution (%)
Preprocessing | Text Normalization 1.121%
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Replacing Collocations

0.281%

Replacing Proper Nouns 1.408%
Identifying Titles 0.005%
Identifying Surnames 3.380%
Word-to-word translation using Lexicon | 50.949%
Translation Lookup
Engine Word Sense disambiguation 7.140%
Word Inflectional analysis and 6.45%
generation
Transliteration 23.239%
Post Grammar Correction 6.197%
Processing
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Following is the output translation for the text downloaded from website -
http://www.bbc.co.uk/hindi/india/2010/01/100104 _india_cold_va.shtml

accessed on dated 04-01-2010 :

Input Text:

S AR § 3T FT THIT AT . TR SATTaAT & AT 5 o HI0T AT Th
100 SRTH T /G 2 Tl 7. AT T39r i FeHiT =t § Thay g2 g oY s
TATHT H FAT FHIGLT AT gl 8. TSI, AT 3T 302 g3 | o7 FgTh % 32 92
=l &, e %= TR & |10 g #if a9 § Fs SSIH ¥ 24 TE FeAl UeT 5. I0<
TR § ATIHT 9T § 7 ¥ 10 =+ aw wr e

frear g

Tl TrorgTt et § ot Fhr gat 7. et § #0920 24 T T A TS 2. Taa
a9 araA 9.5 Bt afcaas o7 sats afqar &1 araHT 8.4 72T, 38T FHaaT
H TeEm Ta & 9T 77 0.8 =3t &fewas wer sats =g § arq 9.4 =3t
qfewqaq a1, 3 &t a9g § FT e TFAl H Giedl a@1 af T3 2. FEL & FRT F35
STE ZHeATU AT 3T Yol 3.97=aTe &l &7 ¥ gredl § &7 § FH 10 TR7 77 I7 .
FIgL & fasreft srqfa o ot g2 off sfiw 3t e et g1 13w 9.

uttarT bharat mém thand ka prakop jart hai. sarkart télivija<:n ké mutabik thand
ké karan ab tak 100 logom kT maut ho cuki hai. himacal pradésh aur kashmir
ghatt mém barphbart hut hai aur kat ilakom mém ghana kohra chaya hua hai.
pafjab, hariyana aur uttar pradésh mém bht kadaaké ké thand pada:: raht
hai. pichlé kuch dindom sé chaé kohré ki vajah sé kar udaaném aur tréném
radd karnt padat haim. uttar pradésh mém tapman samany sé do sé 10 digri
kam cal raha hai.

girta para

vahim rajdhant dilli mém bh1 kapht sardi hai. dilli mém karib 20 tréném radd
kar di gal haim. ravivar ko nyldntam tapman 9.5 digrm sélsiyas tha jabki
shanivar ko tapman 8.4 raha. udhar amrtasar mém ravivar rat ko para matr
0.8 digrT sélsiyas raha jabki candigdha:: mém tapman 9.4 digr sélsiyas tha.

thand k1 vajah sé kart jagah skdlom mém chuttiyam badha di gat haim. kohré
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ké karan kar jagah durghtanaém bhi ho raht haim.shanivar ko do rél hadsom
meém kam sé kam 10 10g maré gaé thé. kohreé sé bijlt aparti bh1 prabhavit hut
thT aur uttart grid phél ho gaya tha.

Output text:

§3dt 3793 fe9 &3 © afgg At I . AIadl e@feas € U389 33 € 196 IS 3
100 &t &t H3 3 gt 9. foH=® yeu w3 amts wret fdg ggegrdt J¢t I m3
fewrdnt &9 Hwer dagr gfewr Ifowr 3. VA, Jfowe w3 €39 yew feg &
F3d €33 UadtJ. Ue® 93 feaf 3 8¢ dud & = J9d a¢t 6378 I3 29 d¢
gaet uehtt g8 . 839 yewr &g 3runs ffd fad 3 € 3 10 fsardt we 9% faar 3.

fSarer yrgr

88 It gaurat fegt feg &t aret nadt I . et fe adty 20 23 9e 39 fadt ardhut
J5 . M3T9 & IS IUHS 9.5 f3ardt Asfromm vt 7€ fa waterg & IunTs 8.4 faar .
8°ug mi3Hg f€e M3<T9 973 g ugr fige 0.8 f3ardt AsfimiA fagr 7 fa I5flars e
IUHE 9.4 fsardt RsfA Ht . 33 €t @ J9d gt A Agst feg adhit @ur fadt
et J5 . dI9 € 9 JEt AT gwese 2t I It 95 . Haled § € 3B grefimt
feg we 3 We 10 89 13 I8 A& . dad 3 faast »irygdt &t ygrfes Jet /it w3 €73
s 8% J forur 7 .

uttart bharat vicc thand da kahir jari hai . sarkari télivian dé mutabak thand
dé karan hun takk 100 Iokam di maut hé cukki hai . himacal pradésh até
kashmir ghafi vicc barphabari hoi hai até kari ilakiam vicc sarighana kohra
chaia héia hai . panjab, hariana até uttar pradésh vicc vi karaké dé thand
pai rahi hai . pichlé kujjh dinam tom chaé kéhré di vajha karké kar uraném hor
tarénam radd karnr paiam han . uttar pradésh vicc tapman ikkoé jihé tom doé
tom 10 digri ghatt call riha hai .

dggda para

uthé hi rajdhanr dillr vicc vi kafi sardi hai . dillf vicc karib 20 tarénam radd kar
ditti gailam han . aitvar nam héthla tapman 9.5 digri sélsias si jadém ki
shanivar nam tapman 8.4 riha . uddhar amritsar vicc aitvar rat nam para
siraph 0.8 digri sélsias riha jadém ki candigar vicc tapman 9.4 digri sélsias sT .
thand di vajha karké kar jagha sakdlam vicc chutfiam vadha ditti garam han .
kéhré dé karan kai jagha durghatmavam vi hé rahi han . shanivar nam do rél
hadsiam vicc ghatt tom ghatt 10 16k maré gaé san . kohré tom bijlr apartr vi
prabhavit hor st até uttar garid phél ho gia s .
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6.5 Summary
This chapter discusses in detail the post-processing phase. This phase

involves the rules that are applied on the output produced by previous
phases. The various grammatical errors corrected by this phase are also
discussed. The implementation of whole system is also discussed along with
illustrative example.

Translations for text from various sources like news items, stories,
blogs, office orders, articles etc. are obtained from this system and made
available to the evaluators for the evaluation purpose. In the next chapters,
we will discuss the evaluation and results of our system, for the language pair

of Hindi and Punjabi.
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Chapter 7

Evaluation and Results

7.1 Introduction
Evaluation of a MT system is as important as the MT itself, answering the
guestions about the accuracy, fluency and acceptability of the translation and
thus artifying the underlying MT algorithm. Evaluation has long been a tough
task in the development of MT systems because there may exist more than
one correct translations of the given sentence. The problem with natural
language is that language is not exact in the way that mathematical models
and theories in science are. While there is general agreement about the basic
features of Machine Translation (MT) evaluation (as reflected in general
introductory texts Lehrberger & Bourbeau, 1988; Hutchins & Somers, 1992;
Arnold et al., 1994), there are no universally accepted and reliable methods
and measures, and evaluation methodology has been the subject of much
discussion (e.g. Arnold et al., 1993; Falkedal, 1994, AMTA, 1992). As in other
areas of NLP, three types of evaluation are recognised:
e Adequacy evaluation to determine the fitness of MT systems within a
specified operational context. It is typically performed by potential users
and/or purchasers of systems (individuals, companies, or agencies).

Adequacy evaluations usually include the testing of systems with sets
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of typical documents. But these are necessarily restricted to specific
domains.

e Diagnostic evaluation to identify limitations, errors and deficiencies,
which may be corrected or improved (by the research team or by the
developers). It is the concern mainly of researchers and developers.

e Performance evaluation to assess stages of system development or
different technical implementations. It may be undertaken by either
researchers/developers or by potential users.

MT evaluations typically include features not present in evaluations of other
NLP systems: the quality of the raw (unedited) translations, e.g. intelligibility,
accuracy, fidelity, appropriateness of style/register; the usability of facilities for
creating and updating dictionaries, for post-editing texts, for controlling input
language, for customisation of documents, etc.; the extendibility to new
language pairs and/or new subject domains; and cost-benefit comparisons

with human translation performance.

7.2 Related Works:

Several researchers have worked on evaluation techniques of Machine
Translation systems and many measures and methods have been developed
for this purpose. Attempts have been made to produce well designed and well
founded evaluation schemes. Initially, MT evaluation was seen primarily in
terms of comparisons of unedited MT output quality and human translations,

e.g. the ALPAC evaluations [3] and those of the original Logos system
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[30,31]. Later, systems were assessed for quality of output and usefulness in
operational contexts, e.g., the influential evaluations of Systran by the
European Commission [102]. SYSTRAN [35,227,228] and Logos [30,31] have
developed internal evaluation methods to compare results given by different
versions of their own systems. Palmira Marrafa and Antonio Ribero [92]
proposed quantitative metrics for evaluations based on the number of errors
in an evaluation and the total number of possible errors. Rita Niebel [229]
presents a blueprint for a strictly user-driven approach to MT evaluation within
a net-based MT scenario, which can also be adapted to developer-driven
evaluations. The Van Slype report for the European Commission [102]
provided a very thorough critical survey of evaluations. Eagles Evaluation
Group [230] also worked to establish standards in the field to come up with a
theoretically sound framework for evaluation of a Machine Translation system.
However, no consensus has ever been reached in defining one single
evaluation procedure, applicable to a Machine Translation system in all
circumstances. Valuable contributions to MT evaluation methodology have
been made by Rinsche (1993) in her study for the European Commission, and
by the JEIDA committee (Nomura & Isahara, 1992), which proposed
evaluation tools for both system developers and potential users .The
evaluation exercise by ARPA (White et al., 1994) compared the unedited
output of the three APRA-supported experimental systems (Pangloss,
Candide, Lingstat) with the output from 13 production systems from Globalink,

PC-Translator, Microtac, Pivot, PAHO, Metal, Socatra XLT, Systran, and
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Winger. The initial intention to measure the productivity of systems for
potential users was abandoned because it introduced too many variables.
Evaluation, therefore, has concentrated on the performance of the core MT
engines of systems, in comparison to human translations, using measures of
adequacy (how well a text fragment conveys the information of the source),
fluency (whether the output reads like good English, irrespective of accuracy),
and comprehension or informativeness (using SAT-like multiple choice tests
covering the whole text). Roudaud [231] discusses in detail the procedure for
the evaluation and improvement of an MT system by the end users. He
describes the different types of problems encountered and categories them.
Simone Wagner [232] suggested four methods viz. percentage of correct
sentences, no. of errors, Intelligibility, Accuracy, and time taken to do post
editing, which concentrates on linguistic performance of the system. He
claims that these evaluation methods do not require expert linguistic
knowledge and can be performed in quite short time. However, not all of them
were equally suited for a comparative evaluation. Keiji et al. [233] evaluates
the translation output by measuring the similarity between the translation
output and translation answer candidates from a parallel corpus. Yasuhiro et
al. [234] use multiple edit distances to automatically rank Machine Translation
output by translation examples. While the IBM BLEU method Papineni et al.
[235] and the NIST MT evaluation [236] compare MT output with expert
reference translations in terms of the statistics of word N-grams. Melamed et

al. [237] adopt the maximum matching size of the translation and the
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reference as the similarity measure for the score. Nieben and Och [238] score
a sentence on the basis of scores of translations in a database with the
smallest edit distance. Yokoyama et al. [239] propose a two-way MT based
evaluation method, which compares output Japanese sentences with the
original Japanese sentence for word identification and the correctness of the

modification.

7.3 Our Approach:

For our purpose following steps have been performed for evaluating the
system that is discussed in detail as follows:

7.3.1 Selection Set of Sentences:

It is very important aspect in MT evaluation to make appropriate selection of
the sentences for evaluating the Machine Translation system. According to
Lorna Balkan [240,241], There are basically three types of test materials:

Test Corpora: It is a collection of naturally occurring text, increasingly in
electronic form.

Test Suites: It is a collection of usually artificially constructed inputs, where
each input is designed to probe a system's treatment of a specific
phenomenon or set of phenomena. Inputs may be in the form of sentences,
sentence fragments, or even sequences of sentences. Test suites are useful
for presenting language phenomena and combinations of phenomena in an
exhaustive and systematic way. Furthermore, negative data can be derived
systematically from positive data by violating grammatical constraints

associated with the positive data item.
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Test Collections: It is a set of inputs associated with a corresponding set of
expected outputs. This type of test material is increasingly common and has
been used in the evaluation of parsers and other Natural Language
Processing applications. The problem with test collections is that of being able
to specify an appropriate output for a system. Output from parsers can be
many and varied. The Parseval project, in common with other parser
evaluation projects, uses hand-produced ideal parses of sentences from the
Penn Treebank, a parsed corpus, to compare parser output against. Machine
Translation shares a similar problem - there is no one correct output. While at
present no test collections exist for MT, it is possible to imagine producing an
ideal translation, in the same way as an ideal parse.

There are several issues involved in the selection of set of sentences
for a comprehensive evaluation. For example, the set could be constant,
variable or a mixed one; the number of sentence may be small or large, the
collection of sentences may be domain specific or generic. It is obvious that
there is no guarantee that even the bulkiest sample will include all the
possible syntactic structures of the source language. Elliott et al. [242]
describes the text limit to include in a corpus for MT evaluation, given the
general hypothesis that more text would lead to more reliable scores. The
author, on the basis of an empirical assessment of score variation, estimates
that systems could be reliably ranked with around 40 texts (ca. 14,000 words).
Zhang and Vogel [243] also studied the influence of the amount of test data

on the reliability of automatic metrics, focusing on confidence intervals for
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BLEU and NIST scores. Estrella P. et. al. [244] show that for human or
automatic evaluation about five documents from the same domain—with ca.
250 segments or 6,000 words—seem sufficient to establish the ranking of the
systems and about ten documents are sufficient to obtain reliable scores.

For our Machine Translation system evaluation, we have used
benchmark sampling method for selecting the set of sentences. Input
sentences are selected from randomly selected news (sports, politics, world,
regional, entertainment, travel etc.), articles (published by various writers,
philosophers etc.), literature (stories by Prem Chand, Yashwant jain etc.),
Official language for office letters (The Language Officially used on the files in
Government offices) and blogs (Posted by general public in forums etc.). Care
has been taken to ensure that sentences use a variety of constructs. All
possible constructs including simple as well as complex ones are incorporated
in the set. The sentence set also contains all types of sentences such as
declarative, interrogative, imperative and exclamatory. Sentence length is not
restricted although care has been taken that single sentences do not become

too long. Following table shows the test data set:

Table 7.1: Test data set for the evaluation of Hindi to Punjabi Machine

Translation System

Daily News | Articles | Official Blog Literature
Language
Quotes
Total 100 50 01 50 20
Documents
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Total 10,000 3,500 8,595 3,300 | 10,045
Sentences
Total 93,400 21,674 | 36,431 15,650 | 95,580
Words

7.3.2. Selection of Tests for Evaluation

There are number of tests available for evaluating the Machine Translation
systems. Van Slype [102] describes that the selection of tests for MT
evaluation depends upon the target users of the MT system. The main aim of
our system is effective transfer of information from Hindi to Punjabi language.
Thus, Subjective tests and Error diagnosis/analysis have been selected for
our MT System evaluation. Subjective Tests include intelligibility test,
Accuracy Test / Fidelity rating and BLUE Scoring. Some Quantitative Metrics
have also been evaluated through error analysis / diagnosis by calculating
Sentence Error Rate (SER) and Word Error Rate (WER). These tests are
discussed in detail in following sections.

7.3.2.1 Subjective Tests

7.3.2.1.1 Intelligibility Test

This test is used to check the intelligibility of the MT System. Van Slype
Georges [102] describes intelligibility as a measure of how understandable
the sentence is. Intelligibility is measured without the reference to the original
sentence. It tells the degree of comprehensibility and clarity of the translation.
Intelligibility is effected by grammatical errors, mis-translations, and un-
translated words. The scoring methodology for intelligibility test has been

adopted described by Van Slype Georges [102]. Each evaluator receives a
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series of sentences in sequence i.e. sentence in their context. Literature
shows variations in selecting the point scales. It has been observed that a
scale comprising a very low number of points seems insufficiently
discriminatory. On the other hand, a scale comprising a high number of
points, assessment of which remains in the final analysis subjective, involves
too wide a scatter of the ratings. Furthermore, to clarify in detail each of the
possible values of the scale, there is a risk of introducing elements not
germane to intelligibility. Thus, it is concluded that four points scale is most
adequate, in that it measures intelligibility only, has a low scatter and is of a
sufficiently discriminatory character since the evaluation covers several
hundreds of sentences and the average calculated as a percentage is
sufficiently precise. Hence, a four point scale is made in which highest point is
assigned to those sentences that look perfectly clear and intelligible and
lowest point is assigned to the sentence which is non understandable. The
scale looks like:

Table 7.2 Score Sheet for Intelligibility Test

Score Significance

3 The sentence is perfectly clear and intelligible. It is grammatically
correct.

2 The sentence is generally clear and intelligible. Despite some

inaccuracies, one can understand the information to be conveyed.

1 The general idea is intelligible only after considerable study. The

sentence contains grammatical errors and/or poor word choice.
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0 The sentence is unintelligible. The meaning of the sentence is not

understandable.

7.3.2.1.2 Accuracy Test / Fidelity Measure

Accuracy Test or Fidelity measure is a measure of how much information the
translated sentence retained compared to the original. It is measured
indirectly. The evaluator is asked to gather whatever meaning he could from
the translation sentence and then evaluate the original sentence for its
"informativeness” in relation to what he had understood from the translation
sentence. Thus, a rating of the original sentence as "highly informative" in
relation to the translated sentence would imply that the latter was lacking in
fidelity/accuracy. Halliday [245] define it as the Measurement of the
correctness of the information transferred from the source language to the
target language. Van Slype Georges [102] describes it as a subjective
evaluation of the measure in which the information contained in the sentence
of the original text reappears without distortion in the translation. Analogous to
the Intelligibility test, the methodology described by Van Slype Georges [102]
is adopted for the accuracy test also. A Four point scale is made in which
highest point is assigned to those sentences that are completely faithful and
lowest point is assigned to the sentence which is un-understandable and

unacceptable. The scale looks like:

Table 7.3 Score Sheet for Accuracy Test
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Score Significance

3 Completely faithful

2 Fairly faithful: more than 50 % of the original

information passes in the translation.

1 Barely faithful: less than 50 % of the original

information passes in the translation.

0 Completely unfaithful. Doesn’t make sense.

These both scales i.e. Intelligibility and Accuracy test scales have already
been used in the evaluation of the SYSTRAN English-French MT system

acquired by the Commission of the European Communities.

7.3.2.1.3 BLEU Score

Bilingual Evaluation Understudy or BLEU [246] is one of the most popular
metric for automatically evaluating Machine Translation system output quality.
The central idea behind this metric is the closer a Machine Translation is to a
professional human translation, the better it is. The primary programming task
in a BLEU implementation is to compare n-grams of the candidate with the n-
grams of the reference translation and count the number of matches. These
matches are position-independent. The more the matches, the better is the
candidate translation. The metric calculates scores for individual segments,
generally sentences, and then averages these scores over the whole corpus
in order to reach a final score. It has been shown to correlate highly with

human judgments of quality at the corpus level. The quality of translation is
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indicated as a number between 0 and 1 and is measured as statistical
closeness to a given set of good quality human reference translations.
Therefore, it does not directly take into account translation intelligibility or
grammatical correctness. The metric works by measuring the n-gram co-
occurrence between a given translation and the set of reference translations.

Then the weighted geometric mean is calculated.

7.3.3 Evaluation based on Quantitative Metrics

Rather than using broad indicators as guides to score assignments, we must
also focus on the errors made by the MT system. Quantitative metrics play
major role in it. It includes the technique of error analysis that tries to establish
how seriously errors affect the translation output. The error analysis includes
calculating Word Error Rate (WER) and Sentence Error Rate (SER). Word
Error Rate (WER) is defined as percentage of words which are to be inserted,
deleted, or replaced in the translation in order to obtain the sentence of
reference. Sentence Error Rate (SER) is defined as percentage of sentences,
whose translations have not matched in an exact manner with those of

reference.

7.3.4 Experiments
It is also important to choose appropriate evaluators for our experiments.
Thus, depending upon the requirements and need of the above mentioned

tests, 50 People of different professions were selected for performing
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experiments. 20 Persons were from villages that only knew Punjabi and did
not know Hindi and 30 persons were from different professions having
knowledge of both Hindi and Punjabi. Average ratings for the sentences of the
individual translations were then summed up (separately according to
intelligibility and accuracy) to get the average scores. Percentage of accurate
sentences and intelligent sentences was also calculated separately by

counting the number of sentences.

7.3.4.1 Intelligibility Evaluation

The evaluators do not have any clue about the source language i.e. Hindi.
They judge each sentence (in target language i.e. Punjabi) on the basis of its
comprehensibility. The target user is a layman who is interested only in the
comprehensibility of translations. Intelligibility is effected by grammatical

errors, mis-translations, and un-translated words.

7.3.4.1.1 Scoring

The scoring is done based on the degree of intelligibility and
comprehensibility. A four point scale is made in which highest point is
assigned to those sentences that look perfectly alike the target language and
lowest point is assigned to the sentence which is un-understandable. Detalil is
as follows:

Score 3: The sentence is perfectly clear and intelligible. It is grammatical and

reads like ordinary text.
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Score 2: The sentence is generally clear and intelligible. Despite some
inaccuracies, one can understand immediately what it means.
Score 1: The general idea is intelligible only after considerable study. The
sentence contains grammatical errors &/or poor word choice.
Score 0: The sentence is unintelligible. Studying the meaning of the sentence
is hopeless. Even allowing for context, one feels that guessing would be too

unreliable.

7.3.4.1.2 Results
The response by the evaluators were analysed and following are the results:
e 70.3 % sentences got the score 3 i.e. they were perfectly clear and
intelligible.
e 25.1 % sentences got the score 2 i.e. they were generally clear and
intelligible.
e 3.5 % sentences got the score 1 i.e. they were hard to understand.

e 1.1 % sentences got the score 0 i.e. they were not understandable.

So we can say that about 95.40 % sentences are intelligible. These sentences
are those which have score 2 or above. Thus, we can say that the direct
approach can translate Hindi text to Punjabi Text with a consideably good

accuracy.

7.3.4.1.3 Percentage Intelligibility:

Language in India www.languageinindia.com 834
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




Following graph shows that percentage intelligibility of individual documents:

99.7
100 - 95 90.8 91 93.7
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0 . . . . |

News Literature Official Lang Blog Article
Quotes

Figure 7.1: Percentage Intelligibility for Different Documents

7.3.4.1.4 Analysis

The main reason behind less accuracy for literature documents is due to the
language dialect used by the writer of the stories. Some writers use
Rajasthani language, some use Haryanavi dialect. And this resulted in less
translation accuracy for this category. Otherwise for rest of the four
categories, the quality of translation is better than other systems which will be

discussed in following sections.

7.3.4.2 Accuracy Evaluation / Fidelity Measure

The evaluators are provided with source text along with translated text. A
highly intelligible output sentence need not be a correct translation of the
source sentence. It is important to check whether the meaning of the source
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language sentence is preserved in the translation. This property is called

accuracy.

7.3.4.2.1 Scoring:

The scoring is done based on the degree of intelligibility and
comprehensibility. A four point scale is made in which highest point is
assigned to those sentences that look perfectly like the target language and
lowest point is assigned to the sentence which is not understandable and
unacceptable. The scale looks like:

Score 3 : Completely faithful

Score 2: Fairly faithful: more than 50 % of the original information passes in
the translation.

Score 1: Barely faithful: less than 50 % of the original information passes in
the translation.

Score 0: Completely unfaithful. It doesn’t make any sense.

7.3.4.2.2 Results

Initially Null Hypothesis is assumed i.e. the system’s performance is NULL.
The author assumes that system is dumb and does not produce any valuable
output. By the intelligibility of the analysis and Accuracy analysis, it has been
proved wrong.

The accuracy percentage for the system is found out to be 87.60%

Further investigations reveal that out of 13.40%:
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e 80.6 % sentences achieve a match between 50 to 99%
e 17.2 % of remaining sentences were marked with less than 50% match
against the correct sentences.
e Only 2.2 % sentences are those which are found unfaithful.
A match of lower 50% does not mean that the sentences are not usable. After
some post editing, they can fit properly in the translated text.
7.3.4.2.3 Percentage Accuracy:

Following graph shows that percentage accuracy of individual documents:

96.44
100 - 91.67 89 67 92.67

90 A 83.44
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20 A
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News Literature Official Lang Blog Article
Quotes

Figure 7.2: Percentage Accuracy for Different Documents
7.3.4.2.4 Analysis
The overall performance accuracy test of the system is quite good. But for
Blog it is less than others. The reason is the use of slang which causes the
failure of the translation software as the slang available in one language is not
present in the other language. Also un-standardized language causes more

ambiguities.
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7.3.5 Error Analysis

Error analysis is done against pre classified error list. All the errors in
translated text were identified and their frequencies were noted. Errors were
just counted and not weighted. In the following sections, the experiments
conducted for Word Error Analysis and Sentence Error Analysis will be

explained.

7.3.5.1 Word Error Analysis

After robust analysis, Word Error rate is found to be 4.58% which is
comparably lower than that of general systems, where it ranges from 9.5 to
12%[231,237,238]. Following figure shows the percentage type of errors out

of the errors found:

10.3 O Wrongly translated

6.7 .
word or ex pression

B Addition or removal

15.5 of words

O Untranslated
words

67.5 O Wrong choice of
words

Figure 7.3: Percentage Distribution of Errors
From the above figure, it is concluded that majority of the errors are due to

wrong choice of words, means the WSD module of the system must be
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improved. Further, the bilingual dictionary improvements can reduce the

wrongly translated and untranslated words errors.

Word Error Rate Percentage:

Following graph shows the Word Error Rate for different articles:

5.204 5.5%

4.7%

S 7 4.4%

3.1%

Daily News Articles Official Blog Literature
Language
Quotes

Figure 7.4: Word Error Rate for Different Documents

7.3.5.2 Sentence Error Analysis:
The Sentence error rate comes out to be 28.82%. Following graph shows the

Word Error for different arcticles:
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Figure 7.5: Sentence Error Rate for Different Documents
7.3.5.3 Error Analysis Conclusion
As discussed earlier, the WER and SER of un-standardized matter i.e.Blog
and Literature is higher than the standardized matter. It strengthens the fact
that better input gives the better output. If some pre editing of the text is

performed then better results may be expected.

7.4 Comparison with Other Existing Systems:
Following table shows the comparison among various existing systems with
our system:

Table 7.4: Comparison of our System with other existing systems

MT SYSTEM Accuracy Test Used

RUSLAN 40% correct 40% with | Intelligibility Test

minor errors. 20% with

major error.

Language in India www.languageinindia.com 840
10 : 10 October 2010

Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral
Dissertation




CESILKO (Czech-to- | 90% Intelligibility Test

Slovak)

Czech-to-Polish 71.4% Accuracy Test

Czech-to-Lithuanian 69% Accuracy Test

Punjabi-to-Hindi 92% Intelligibility Test

Hindi-to-Punjabi 94% Intelligibility Test
90.84% Accuracy Test

From the above table, it is clear that the system is outperforming in

comparision to others. Thus system can be acceptable for practical use.

7.5 Conclusion

Human evaluation is Holy Grail for MT evaluation, but due to lack of time and
money it is becoming impractical. Thus, many automatic MT evaluation
techniques have been developed. We have evaluated our system based on
the subjective tests and quantitative metrics. From the above analysis, it is
concluded the overall accuracy of Hindi to Punjabi Machine Translation
system is found to be 94% on the basis of intelligibility test and 90.84% on the
basis of accuracy test. The accuracy can be improved by improving and
extending the bilingual dictionary. Even robust Word Sense Disambiguation
module and Post Processing of the system can improve the system to greater
extent. This system is comparable with other existing systems and its

accuracy is better than those.
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Chapter 8

Summary

We have developed robust Hindi to Punjabi Machine Translation system. It is

available to use for free at website http://h2p.learnpunjabi.org. With online

version, a user can translate a text by typing it in a box provided at webpage
or one can submit a file containing text in Unicode. A user can also translate
any Hindi website like http://bbc.co.uk/hindi/ and can view it in Punjabi. An E-
mail option is also included whereby a user can type his message in Hindi and
send the translated text or typed text to an email id submitted by him. To the
best of the knowledge, the current system is one of the best Machine
Translation System from one Indic language to another.

In this chapter, we will summarize the achievements and limitations of
the present research work. Directions for further research that can help to
enhance this Machine Translation system have also been included.

8.1 Contributions
e The survey of various existing Machine Translation systems has been
presented. Based on this survey, it has been concluded that direct

Machine Translation approach is suitable for closely related language

pair. We call a language pair to be closely related if the languages

have the grammar that is close in structure, contain similar constructs

having almost same semantics, and share a great deal of lexicon. By
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http://h2p.learnpunjabi.org/

closely related languages, we also mean inllectively and
morphosyntactically similar languages. Generally, such languages
have originated from the same source and spoken in the areas in close
proximity. Thus, being Hindi and Punjabi closely related language pair
[250], direct approach has been used for developing Machine
Translation system for this language pair.

e The closeness between Hindi and Punjabi has been devised by
comparing these languages on the basis of orthogonality, grammar and
from machine translation point of view. It has also been proved using
corpus based measures by Anil and Harshit [250].

e As the Statistical Machine Translation approach is actively used among
researchers nowadays, the scarcity of the resources of language pair
like non availability of any annotated or parallel corpus in question
limited the choice of translation approach to conventional direct
method. The required resources are developed from scratch and used
to develop a Machine Translation system.

e The system has to tackle the named entity recognition problem as
there are the chances when a token in input text having its translated
meaning in target language need to be transliterated rather than
translated because it acts as proper noun. Thus, module has been

developed for handling Proper Nouns successfully.
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e As there is no dictionary available for the language pair for Machine
Translation purpose, Hence, Hindi to Punjabi lexicon for Machine
Translation has been developed.

e Word sense disambiguation is done by using language modeling
techniques. N-grams can successfully model the disambiguation of
Hindi language.

e Transliteration is the option for the out-of-vocabulary words. A
successful transliteration module has been developed that uses large
number of developed rules in addition to direct mapping of characters.

e Transfer rules are desirable for handling the grammatical and some
structural deviations.

e The development is aimed to make a robust system for translating the
input text without failure or going blank. The system was evaluated
formally and informally both ways. In informal evaluation, the system
has been made online at website http://h2p.learnpunjabi.org. The
system was introduced to all the researchers working in this area
through emails. Even the announcement of this Machine Translation
system was also done through media (newspapers, Television and FM
Radio). All the Major newspapers like The Tribune, Indian Express,
Hindustan Times, Ajit daily, Jagbani, Dainik Jagran, Dainik Bhaskar,
Amar Ujala, Rozana Rashtriya Sahara (Urdu Newspaper), Punjab
Newsline etc. have published the news of launch of this system at

prominent positions of their newspaper. Number of readers have used
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the system and sent us the feedback about the quality of the system.
Now, it is regularly being used by several newspaper publishers for
translating their news, book publishers etc. In formal evaluation, the
system is evaluated by both objective and subjective tests. The
accuracy is figured out as 94% on the basis of Intelligibility test and
90.84% on the basis of accuracy test. In the quantitative tests the Word
Error Rate is found out to be 4.58% whereas Sentence Error Rate is
28.82%.

e The development of this system is an effort to bring the Punjabi on the
map of Machine Translation. The system can be integrated to other
existing translation system like English to Hindi (facility provided by
Google) to produce a system that will translate the text from English to
Punjabi. In fact the integration of our system with Urdu to Hindi
transliteration system is on chart where the Hindi text produced by
transliteration system is fed into our translation system thereby

producing Punjabi text from the text in Urdu.

8.2. Limitations
Although system shows good accuracy but the system still fails at some
points. Some common errors are explained with examples:

8.2.1 Named Entity Recognition Failure:
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a. There are foreign names in the text like ST2T &I &t (bash k7 fini). It will be
translated into STH ©I &St (bash di fini).

b. There are proper nouns having multiple translations in Punjabi which do not

have title or surname surrounding them in the sentence. For example:

&I9e &gl & (dipak kaham hai)
e o8 I (diva kitthé hai)

8.2.2 Modifier and Noun Agreement: All the modifiers must agree with the
word that they modify in a noun phrase. But it fails in some of the cases as
shown in following example:

I GATATST & Fof o o7 =FET 3¢ aR] w4 (baink khétibart ké karjé ké lié ghati

darem lagu karega)

39 93Tt € SIn B8 W T B S391 (bairk khétibas dé karzé lal ghad
daram laga karéga)
8.2.3 Subject/Object and Verb Agreement: All the verbs must agree with

the Subject/Object in the sentence. But it fails in some of the cases as shown

in following example:

A TAT 9T FX AR H IFAT L Ghd @ (ham nayT bhasha kar naukri mém

unntr kar sakté haim)
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WH &< 3T iy 3 &dat ffg 336 a3 AR I&| (asim navim bhasha sikkh ké

naukrt vicc tarkki kar sakadé han.)

8.2.4 Resolving meaning of ambiguous words: For some of the cases, the
system fails to resolve the meaning of the word among its multiple meanings.

For example:

&l g%t o forw s1er ST & (d6 haphtom ké lié badha diya hai)
< Jednt et =fonr €37 I (d6 haphtiam lai vadhia ditta hai)

8.2.5 Noun phrase in oblique case form before postposition: In the
sentence, if Noun phrase is present before the postposition, then it will come

in oblique case. In some cases, it fails as in the following example:
g G gIHT U i o 916 =it 0T (Vah khush hokar apné pati ké pas calf
gayi)

€I yH I A WUE WIS T AS TS I | (uh khush ho ké apané gharvala dé

kol calr gai)
8.2.6 Agreement of subject noun phrase having & with verb phrase: In
Punjabi, all the Verb phrases in the sentence must agree with the Subject

Noun phrases having & like ﬂ'cj Sometimes, it fails in cases as shown in

following example:

& T4T5 AT (mujhé davar cahig)
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NS e grdier J1 (mainam davar cahida hai)
8.2.7 T postposition agreement before Verb phrase: In Punjabi, all the

Verb phrases in the sentence must agree with the postposition €. But in

some cases, it fails as shown in following example:

g AT hdoloiid (g Hl & (yah shav kamwviajit simh ka hai)
o7 o7 desHl3 W © 3| (ih Iash kamviajit sirigh da hai.)
8.2.8 8T postposition and following Noun phrase agreement: In Punjabi,

the postposition <& must agree with the following Noun phrase in the

sentence. But in some cases, it fails as shown in following example:

I dTell ST9TST Ol {87 © (rat vala jhagda cal raha hai)
I3 T FIH IS 9T | (rat vala larai call riha hai.)
8.2.9 Noun Verb Agreement: In Punjabi, the postposition <& must agree

with the following Noun phrase in the sentence. But in some cases, it fails as

shown in following example:

q P HSHTS HTYUT 78T o631 (vé koT bhadkad bhashan nahim dérigé)

€9 A& IFIQ ITHE &It S (uh koT bharkad bhashan nahim dévarigé)
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Similarly, It is not possible to cover all the hindi words in the dictionary and as
when we use the application for use, we come across words that are missing

and can be added in parallel to its use.

8.3 Future Directions

Although our system is showing good results using the direct translation
approach but still there is lot of scope for improvement. Following are some of
the future directions:

e More Data

The most obvious way to improve a data-driven approach like presented here
is of course to utilize more data. Database entries for bilingual dictionary,
proper noun gazetteers, surnames, titles, bigrams and trigrams for WSD need
to be extended.

e Resource Development

Statistical Machine Translation approach has now often been used by the
researchers. The only requirement for this approach is the availability of high
guality parallel corpus. Thus, with the development of this system, parallel
corpus for Hindi-Punjabi Language pair must be developed for use in future
researches in these languages.

e Better Models

Despite using more data, improved models can lead to better translation
quality. Using parallel corpus for the language pair, it is of great interest to

combine automatic techniques for various tasks with direct approach to
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develop a more robust and accurate Machine Translation system. Even use of
full parsers in the Machine Translation Systems can show better results.

e Public Corpora and Tools

There are initiatives by various NLP research groups for releasing the corpora
publicly. Some of NLP tools are also available for various tasks. Using such
corpora and tools will help in reducing the development time and effort of the
system. Such practice will also help the researchers’ efforts in redoing the
tasks that have already been done.

e Better Evaluation Metrics

Automatic evaluation metrics are important for a rapid development cycle.
During the development and tuning phase, the quality of the MT system is
evaluated several (hundred) times. The parameters of the MT system are
adjusted to achieve a high score of a given automatic evaluation metric.
Nevertheless, the ultimate goal is to improve the translation quality using this
parameter tuning. Therefore, automatic evaluation metrics should have a high
correlation with human judgment of translation quality. Furthermore, it should
not be possible to cheat the metric, i. e. to improve the score without
improving translation quality. Current metrics have their limitations as pointed
out in [Callison-Burch & Osborne+ 06] for the BLEU score. As MT systems
are tuned toward a specific metric, improved MT evaluation metrics will lead
to better Machine Translation quality.

e Integration with other systems
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The system developed can be integrated with other systems to deal with more
complicated tasks. The system can be integrated to translate any Language
to Hindi and further to Punjabi. Thus, we can say that any language text can
be translated to Punjabi language text using this system. For this purpose,

Google translation APIs can also be used.
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Appendix A

Graphic User Interface and Extended Features

Information technology in the current scenario is evolving as an effective tool
for making information wide spread and available on-line to several
communities at large. On one hand, the increased use of ICT is enabling
people across the globe to participate in the knowledge network; at the same
time larger populations in the rural areas of developing country like India are
being deprived of the benefits of the use of ICT. One of the main reasons
behind this seems to be the language barrier. For such cause, Hindi to
Punjabi Machine Translation system can play an important role to reduce
digital divide due to the language barrier. This lessening of digital divide and
increasing the accessibility of information present in the Internet happens to
be one of the objectives of our work among the various aims of this research.
We have made our Hindi to Punjabi Machine Translation available online free
of cost for use world wide. Our System is capable of doing following tasks:

1. Text translation from Hindi to Punjabi

2. Text transliteration from Hindi to Punjabi

3. Translating Websites

4. Sending Email in Punjabi Language originally written in Hindi language.
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Above tasks will be discussed in detail in following sections. Following
Screenshot shows the GUI for the Hindi to Punjabi Machine Translation

System:

& Advanced Centre for

et 3, s i Rferers @ st feam @ / A\ Technical Development

by of Punjabi Language,
g3 d'ee, Uadt gatesfidt, ufenrsr 3 Literature & Culture
- = Punjabi University,
1 Patiala, India

Enter Text in the following box either by pasting the text OR reading a file (.txt format stored as UTF-8/UTF Big Send Email . About Typing Pad - Feedback :: Contact Us
Endian and Unicode Encoding only) using the Browse button below OR by typing using the Devanagari Typing About Project
Pad Provided on the screen or by typing from your own system keyboard(Choose Keyboard Mapping for Transiaté any Non Indian T anzuage Text inchiding Engish fo
typing). The Translator supports Unicode Encoding Only. Hindi / Punjabi Text

Click Browse Button and then Read File Button to Open file:

Browse... Read File Devanagari Typing Pad
Choose Keyboard Mapping for Typing| Krutidev ]' Choose Language for Typing| English :Iv _J _I _I _I il Z] J _I _I _] _Jﬂ i]

ferat i & wEr demdlt 7« g B A g gy st A g fram gaw 737 =
qﬁ?jﬁ@vml%ﬂﬁ%%’é@mﬁ@vw@w%ﬁ%@? JJLIJ‘J—J _I JJ—’J_I

gl d ATATT TS THHT [g=l T¥a a7 9 SATl= 6l Th Ach A U zlis|s]|z|u| a| @|z]|g|=
PR bl b i bt b laniniall | I SRR S moog
- S EnEc0n s c0oBn

Translate Website in Hindi to Punjabi

Enter the URL of the websits in the text box below OR Click on any website
listed below to translats:

fre7

|
1
http://webdunia com/ http://www.bbe. co uk/hindi/ ‘

I B s mua e o itin sy bhasens ot
Click here for downloading software for transliterating above gurmukhi output into Roman (¢Trans). ©

Youare VisitorNo. 005176

Uarst 37, Arfas 3 Afeworg © Saotal feard e U3 deg
sl wateafna, ufenrsr

Figure A.1: GUI for Hindi to Punjabi Machine Translation System

Text translation from Hindi to Punjabi

This facility enables the users to translate the input text into Punjabi language
text on clicking the Translate button. The text can be input in the textarea
there through various modes viz. browsing and reading the text file, typing the
text using keyboard and by using the typing pad provided on the interface. It is
also an added feature that the text can be entered in a mixed way i.e. English

text can also be embedded in between the Hindi text. For the ease of users,
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the text can also be typed in four different ways. Care has been taken for
professionals or users who are habitual of typing Hindi text in Krutidev or
AnmolLipi Font. As it is clear from the above GUI, there is an option of
choosing keyboard mapping for typing showing three values in the drop down
besides it. The dropdown has the values Krutidev, AnmolLipi and Roman. For
instance, if the user chooses the Krutidev option for keyboard mapping style,
it enables the user to type the text using the keyboard mapping similar to

Krutidev character mapping on the keyboard. For example — on pressing the

key ‘v’ , the character ‘31’ will be typed. The difference is the typed text will be

in Unicode encoding rather in Krutidev font. It is very interesting that if the
user chooses the Roman option, it facilitates the user to type a word just the
way it sounds in Hindi language using English letters and once the typing of a
word is finished, hit the SPACE bar, the word will be converted to Hindi
language script. For example, typing "hamesha" transliterates into Hindi as:
“EHN ”. We have enabled it on our System interface using the Google Indic
Transliteration APIs available at the Google website. Another way for entering
in input text is by using the typing pad available on the interface. User needs
to just click the appropriate buttons corresponding to each character to be
typed. Now the text has been entered using any one of the options mentioned
above and on pressing the “Translate” button, the input text is translated into
Punjabi language. Following screen shot demonstrates text translation facility

in our system:
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Choose Keyboard Mapping for Typing:l Krutidev 'I Choose Language for Typing:l English 'I

FATCEATHT T IS =T 2o g0 Aot 1 qeaw=t % = F quefa 34 =
FT HIAT HAT B

| |
Translate Transliterate Clear Text

FHIHEH & THSIST IT% gESE 9T WiedUr ¥ HuHsdt € gu ¥ migss €< |
TTENST AT T

&

Click here for downloading software for transliterating above gurmukhi output into Roman (gTrans).

Figure A.2: Screenshot for translation facility of the system

Text transliteration from Hindi to Punjabi:

Transliteration is the process of converting a word written in one language into
another language. Transliteration is distinct from translation, which involves a
change in language while maintaining the meaning of the word; transliteration
instead converts the sound of the word from one language to another. The
option of a transliteration component is to enable the well developed poetic
verse in the Hindi language to be available to the Punjabi literate public. The
transliteration facility in our system can be used in similar manner as
explained above for translation facility. The only difference is that user will
click the transliterate button for transliterating the text from Hindi to Punjabi
text. Following screen shot demonstrates the transliteration feature of the

system:
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Choose Keyboard Mapping for Typing:l Krutidev vI Choose Language for T_Vping:l English 'I
FATEATY 7 TS =T agery g AfREReaT F qeiet ¥ oo § ada 3y 2
T Tear AT g

Translate Transliterate Clear Text

et 3 IS 5 gEs3 of Sfewauy & vuaHdt 3 g H AaHgEs €8 T =
oweT faar I

El

Click here for downloading software for transliterating above gurmukhi output into Roman (gTrans).

Figure A.3: Screenshot for transliteration facility of the system

Website Translation

Using this facility, user can translate an entire web page directly, simply by
entering the URL and clicking Translate button. This facility is available on the
home page of our system displayed at the lower right most corner of the GUI.
The user can submit a URL of a Hindi website of his/her interest for
translation, then clicks the translate button present besides the textbox where
user has entered the URL. Then the translation request is processed at the
web server and after translation, translated website is displayed to the user.
The important aspect in this feature is that the format of the website is
retained after translation. On translated webpage, the links can be further
clicked to process them similar to the one that has been translated. It gives
the user a feeling that they are browsing Punjabi website. The implementation
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of this task includes modules - retrieving and parsing HTML Page, translating,
combining the translation unit with HTML Codes, altering the links in
webpage, displaying the result. Retrieving and Parsing HTML Page includes
first downloading the html source code from the server and then extracting the
text out of the html tags for processing. Then the text present in the HTML
tags is translated using the text translation module mentioned above. Altering
the links in webpage is very important process in it. Here, all the links in
webpage are replaced, so that the next links must redirect the request through
our translation service. By this step, user does not need to enter URLs or take
any other action if user wants to translate the linked page. The user simply
needs to click on the given link. Translated webpage is then forwarded to the
client in the same format in which the original page had appeared. Following

screen shots demonstrate the website translation feature:

Translate Website in Hindi to Punjabi

Enter the URL of the website in the text box below OR Click on any website
listed below to translate:

Ihttp://webdunia.com/ Translate

http://webdunia.com/ http://www.bbc.co.uk/hindi/
http://hindi.samachar.com/ http://www.bhaskar.com

Figure A.4: Screenshot for website translation facility of the system
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Q Webdunia

4
WEBDUNIA m

faR 27 R 2000

YT AT M

Fard »

24dunia . Videos Cricket . Greetings MyWebdunia . Games Doqg

UHE FAER Q-8R | sAfdy | @R | 3méar 2009 |
RIg TR B TSR Tl & =T .
g Frae ¥ 3 @l gfy &

e @1 gRarR R & He AT gRR
riemE foRmRIguT faee FE-maAed
Picar HF g g6l GaaEs, 39 F®

BIel e | e afa | e e

Figure A.5: Screen shot of Original Website http://www.webdunia.com/

accessed on 27/12/2009 at 08:40 PM IST
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http://www.webdunia.com/

{! Webdunia

WEBDUNIA M

W3eg 27feA=g 2009

24dunia ¢ Videos ¢ Cricket ¢ Greetings (' MyWebdunia ¢ Games ¢ Dog

st wfyg M | He | A | <ue | e 2009

e 5 firg W35 & Hoag gege w fab3 s
. "3 de 3 fver oddft @ w9 ‘
s gfgar ¥ yded feg 3 Fdar HHET Tad

EEi=) » dew t fug T3t ysetew |, A d¢

CECUIaCES e |Fu 3 mEeRt § udss

= €-

HodHs 2 wigt u€ . . .

g | @2 9B mu3 fmrer wofss | g wew
- .A e S S it

% - HAg » ?

= &

IEERECEICES ‘ =

Figure A.5: Screen shot of translated version by the system for website
shown in Figure A.4

Sending Email in Punjabi originally written in Hindi language:

This facility enables the user to write the email (text) in Hindi language and
this text can be emailed to the recipient either in same language or in
Punjabi language after translating the original text. It has very real
application in sense that sender knows Hindi and wants to communicate
some information to target recipient who knows only Punjabi. For this
purpose, the sender can write the email in Hindi language and while
sending the email, can send the email in Punjabi by clicking the option of
sending the email after translating into Punjabi. Thus, recipient will receive

the email in Punjabi. The message is communicated as per the
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convenience of the sender and recipient both. Following screen shot

demonstrates

this feature:

Hindi )
- | ETTIITITE et 3T, Aoz w3 Afswrere @
Punjabi| Z2322573 Qg Aew, v 33’

Machine Translation System

Send Email Close EI
To (Email Address) Ivisha[pup@gmail.com

From (Email Address) Igoyal_vishal@yahoo.com.sg

Subject I il
~| [ Send Email

ITransIate into Punjabi and Send

Enter Text in the following box either by pasting the text OR reading a file (.txt format stored as UTF-8/UTF Big
Endian and Unicode Encoding only) using the Browse button below OR by typing using the Devanagari Typing Pad
Provided on the screen or by typing from your own system keyboard(Choose Keyboard Mapping for typing). The
Translator supports Unicode Encoding Only.

Click Browse Button and then Read File Button to Open file:
Browse.. | ReadFile |

Choose Keyboard Mapping for Typing] Roman Y| Choose Language for Typing{ English ¥

T R AT # MR AW gr o A g I 1 =2
T A T B Weg & Fepd TeT| FYER F IR I AT ol
HHT B IAT ¥ T WieeRR B A ford gw v @ uae # srgag
Fh gt ghrar a1 ¥ 3@ & Ty B F TN v urse
forel R Qe a1 9@ I Y T Fedh F U F agen 3@ Hhd
%] =0 v f e RBdudr I o ¥ fF 3w B & edu Y z

Figure A.7: Screenshot for Email Sending facility of the system
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Appendix B

Test Data Set for Intelligibility Test

Intelligibility Evaluation:

The evaluators do not have any clue about the source language i.e. Hindi
Language. They judge each sentence (in target language i.e. Punjabi) on the
basis of its comprehensibility. The target user is a layman who is interested
only in the comprehensibility of translations. Intelligibility is effected by
grammatical errors, miss-translations, and un-translated words.

Scoring:

The scoring is done based on the degree of intelligibility and
comprehensibility. A Four point scale is made in which highest point is
assigned to those sentences that look perfectly alike the target language and
lowest point is assigned to the sentence which is un-understandable. Detail is
a follows:

Score 3 : The sentence is perfectly clear and intelligible. It is grammatical and
reads like ordinary text.

Score 2: The sentence is generally clear and intelligible. Despite some
inaccuracies, one can understand immediately what it means.

Score 1: The general idea is intelligible only after considerable study. The
sentence contains grammatical errors &/or poor word choice.

Score 0: The sentence is unintelligible. Studying the meaning of the sentence
is hopeless. Even allowing for context, one feels that guessing would be too

unreliable.
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Intelligibity Test -News

S.No. Sentence

Ll vedt| forge Sa S Hagea dfaafa
HATIS wiIEd Aae € ys< ¢ ©F & Hat
IB3 ¢ BHIe T gmie BI HEgdHAIST ©
nigr it w3 HO 95 &9 fore a3iami ©
yJsus €3 fimirs 2=ar |

2. | ofildles | et S @ ACIH SAC T
ST WrtISTg W Jt famr |

3. | gt dar U €1 83 I, 5% vne
ST8E B 8 g6 3 T AN fiE3T lamr J |

4. | St & fog vrer WUE ot 3 Hadgd
ggerer It |

5. | wiitierdhnit T dfger I fa wiges I83 £
AU B8 HAg3 Sfdd 33T AT I |

6. | for 2He 3 fosna &9 fog 397 UI3ar
AJ 8Sa IHAI &It IS |

7. | &5 & sHAg S KT & gog Si3T A Aaw
J |

8. | fegar U33 € nIIedt @8 TSt & faar fa
89 5. 5 wJH IJ fege Yt gee a8
USfSS 8ATH Wiad T orfegdr Sgredit |

9. | fogwrad | et Ing I 9T §
fogee S s g He J¢ |

Language in India www.languageinindia.com
10 : 10 October 2010
Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral

Dissertation

902



10.

g9, <I9Td § Iwd He JT © = T
AIId & Y Ha € ACIA SHS © a3
Uz i3 figt © Y=g 2F T 10 i
g9t § w2 g B8 I9 &It fed St I3
U4 |

11.

Ige il S WiEIEt3 Ro yAsHs™ < fuge
IZ9Q IHE i3 A

12.

e HHE = Yo Rg wige € ImE ot
dfHis € fagen €3 =gz aidh @ fuse
Fenrdhrg ©94 I8 A .

13.

Yfgst Jt 3 AS Wat 7% 2004 - 05 &g
ded & I'H HII'T § 2831 . 82 I8 gue <t

14.

U 3¢ fugd o feg i3t 32 &9 U=t 15
Hict § go@s & g I, gt fed Sardan
WO TG Hieh ©F 99 - T3 3T afgnre
Sacd ©f gHet €3 IF Sfimr Ar=aT |

15.

Tt Ol AZI 3t | oA &% It HaT Wee
S e gat Rg g e A I8 ua
Her fag gfomrm |

16.

I5, GI Wi 2 & yuaH3dt 3.

17.

Jg% It < fes @ 9T Y9 €3 IwAES
IR
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18.

YTJHJ )-io{c or gy 8&6& E"Tm'ldvq' Wige
T f&r 2AC &g wWiHdlar @ 10 €3 59 STH
foad IS |

19.

Syat < for ufgs 3 @RS I9 AT
AT A AgaTSl YSigsid § i fid
WOg TgE S8 Hee THSAT |

20.

o' far fa IraaT g fond gor<t Her
ST HE © g™ HATS! [T HoHdE
AJI'd JE arges age © foyrer a9 It 9
I

21.

AUedT € y3=d, TTeH 100 ARddE feg
WH Gt Bt T oH e I H AT gar §

22.

aIH T I JdIE T &8 It WUE AHHAS
SIA T < gy= AT 13T |

23.

fore foge QU M3t pusic ges & &
fiegde @3 o Jorfes ger It J |

24.

I8 Jt {9 B3 HdlHagd & HOd I39ad ©f
3.

25.

o =t |, 9% 3T S J Bfas I97 T TS

T IME 3T &t BT S TIRS T 3T6
J3 < gu S Adag ade" BF HHIS
I .

26.

Eo's & BarAgr gt R iz ereer &z I
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27.

fesH ABH3aT fHiowSfeg S 878 gaag
geltor wait argt yfitag J It J

28.

A for ygeg § fusd So As’ 3 Aeer It
I3 5g3 Adle WeHt 3, 8T wfadt
JIA3 I &I JITT

29.

Sdler Y< fos wa &8 =€ Ho'e €3 3T
SSIME UF HAST 9Tt Srd e |

30.

Hoded § ddter € W © &8 I Afdg
ffg A T & wis < il sard 7 It 7t
[

31.

I &g Have &g 39 A argerer &g 18
IIHUE H'I I® A

32.

s uaT 3 3 Ufarss © urfonsg fg
g&d f*9 flsd J9 ge3di fRg A w3
38T gordEmi @ &g s Augnr
Ifer 3

33.

fersET | UfaAss 9 H3S
IIHE HIBI & AT g § faar faer =©
2t wifgnws feT SIgte 700 3TTEETe wrdem
& W3 frgrfenr famr 3 w3 A wrdemit er

Y3HT J 39 €8 AT Frgered A<t 3997 |

34.

qUHIR & oo & o U oF o8 s
Uyt J |

35.

UfIA3™S © AHed3t fesa ffg fdls
IHS Je IJ I& W3 fore B8 ufdAss
I 3 oA sarger fgar J .

Language in India www.languageinindia.com
10 : 10 October 2010
Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral

Dissertation

905



36.

YOIt © s & ST S & Widge
S| K y=m @ yors H3d vkt
iy & faor i3 yorar3dt & ue & aifanr
s St I |

37.

YoraH3dt © AgaTSl wd 3 J¢ feg IimEs
for 1S R9 HI3=yae I fa He<t &3r
& III I HUT T nlegd B &g
THgeH T fesaH Jarfenr A f36 sme
€9 @5’ IBar gt T Afim A5t A |

38.

IAI3 ffT 2002 ST J¢ S9iwt S 9%
HHEM {39 163 Feedl © wgg €3 @A
I WETB3T I3 IgT € FUH dde ©
WA SRS €3 Iur & fog yIifganr i3t 3
I

39.

HAH fega1 & nigHs © AYE €U HoHs ©f
A3 Hig 877 29 3 JE & Aicg A I |

40.

e O {35 AS3 N I90i8T ugst &g fiq
JgH T8 niegdddr o 3T 9 |

41.

[eBI® 33& & 7gI3 &t

42.

8" © w3 ufee 2 fefenrgami S g e

Aee 9SJ¢ 394 fga |

43.

féegr ot gred! wia< gatedfidt [ fegre
] © fefenrgdt & @ & Hat ug wa =&
UStfemr 2 < \feTr fHse A It 9 |

44.

TSt & IJUSST Ut 93

45.

fore gmiT Afos 3T8ad T ©f 83t U9
BIrQE BE Hee Ug W 3fds 89 famrer
J= &l 5= A |
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46.

IJHATS T HIW'3 gJ€ HI™ IJt w3 i
g Tam fRg WBe & gmie AR A9
=539 wyE fede Hed g8t =T |

47.

AArg S3fiics Sfiimsfau & f3wrg 93
May 08, 06 : 45 pm

48.

NIG I9Is g€ 39 537 &Jf 8% yrfanr I

I Iy R AS3 IsZ AT G UI I |

49.

TIB ST ITEE © Tege Uio € 6% 2
-23 I UFT | IME II3 HIBTI
efipor y Iett €9 Aiiefess & 27 3
T99 J WM fiAe &% 3 S99 9ue

T GATT Husr & gg ga J famr |

50.

Agerfed 939 € WeIEhs g9 & &
223 €3 fenra T3 wior 3 fig drel 39
yer i3 6 | &< T 21 HE 3 B
J=4f |
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Intelligibility Test - Literature

S.No.

Sentence

feg faor Sfmr J |

HH T AH A, f5aHsT 83 Ud 7aa faddl St
WTH S5t I I3 &39I W It A |

A |

g o s R I As | THIT - it Jafg wr It
| O3 < A3 He AHlD 9% Idt A |

fog gfga afenrst I © Iad f&ds J1Et |

HAH 37 376 dIc I8 w3 fogHS™ g ©f Bue
UJ "t AT It At - 95 |

Y - Sew Jgedr Sor, 3937 Wd g J 2

i fos fognsr & fimra § Wt fenwrge Bd 59
St |

10.

H3 -85 698 | IUAAJUE € & &l 31 AG ?

11.

o NSt I83 § I3 & Tge ST Tde 37

12.

en fos 3 foansT T J41 - S91 556 ST |

13.

ot faest & AOYT JE e I I faar I 2

14.

fogHsT - 3t A g3 afJet I 2

15.

ST HI $TI - I ST ST I | HIE H' I
&I 1 wEt v I 3T I o & 99 |

16.

TEGH § widdt 830 mitg § &df Bes § T wifmiz
A dfoer | 98w, AT wsar It | o
ge fag It feftmrs &t I=ar 2
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17.

ToGH 3 fig I3 I9d WUE HIG § I I8
CEESSR

18.

WA, A wifiE I & A3 wE fege AE Si3

19.

S FEIIYAE W3 I @ gy € 23T RY AG
W3 Aed G § frimer fH3 =78 &4t Ae 37573
ISA I AG | B RTH3 - gt @ famrg <t
Jiger3 Ustt J It A |

20.

et & w8 It AS A3 & €8 & g fid3T,
& o3 murfenT 3=3 W3 I8 T Eic’ o ud
Higwr | J&t - I8t Gre 33%< AgSE |, A fugat
yaer i3t |

21.

fHAcT HoH— (Y8 ug Ju 39 ) 8I 3+ usd
e I fa 37 3 Hea @3eTIe Aied |

22.

ST fog i3 wiEae § 8 3 #399 g9 gumr
fHfEnr | Hort SEdyAT & fos@ S9f IAg &'
A 85" € GnT 3 593 fomrer 7 |

23.

TH— (HAaId ) gu | widar & 3t Ifder J |

24,

WE fos T Je ufgoe 89§ i fee fiH fifnr
fa sg w3 e fons A ug &t v | Bt 29
39 3 @7 @t T IA3T 2uT! I HIG AE BT gE &
&Jt W 3T 3t GAT oS 9 HAAS &ar | 231
fowrgs 3T 3 S I8 e ug weh w3 wig W 39
36 BIre HIFt 3T, fag wieg W w3 HS HId 86
et |

25.

WH3IE— (T ATe 3 ) §I A3 I NI &I I
I
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26.

WHo—2Y gE < fAAH3 AdeT 3 | A 37 593

AT HO™ fggr IF |

217.

R 393 3 I we-8fo3 It &t Trde |

28.

8o © Ho' 3 ford ug A w2 § foeed 59 Aael
T

29.

a2 g6 &t famr |

30.

g9 foo™ 3 Usfis vigegfrs wic & & emit ©
JIE" - I Ud & - IIec 9% &3 I3 A |

31.

€r& wige ¢t gar o3 fa i ger iddt A< |

32.

fanrg T 98 fos gmie Tt 33t I8 /At i3 i
WI3 & wa @A ¥ gt fBarer fidaT |

33.

UHS DUt Jfg I8 I foae fesad aH &dt 823

egf 37 27 I9d dd OGS Al |

34.

i fes STl FeHr € fAgT s S8t tur 38 It
ol

35.

Y3 - 3T I, B fes A s |

36.

a2t it & et - st mef wr IRt 3 |

37.

=gt |

38.

IS fIar “gan s I |

39.

3& fos Imds uad gt fag €8 uddt |

40.

foA3dt JE &9t | g yAred €09 = fgar At |

41.

AS WE AeTEl 3 fHBd €3 Ui 98 w3 857 8RS
IS gt 3 3 wa g Ifemr |

42.

I I e T B I | fog A w=GE &It
gder, forse g A9 39T a9 faar I |

43.

I AT 3 3T famrm |
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44,

Ugest § IIA W I, w3 86 & Had 3 YIue
dfafre g2, Qo fisadt § feg 3 fersdt 5=
feg |

45.

gr g Raggz W Bux e I, foy <3 fa A<t
I B5'S Al I |

46.

I<ied ogg T fig 3 It Ay S & Iu I |

47.

LI TH oM W3 w1 fes AT @9 uafamr 3t
gre J= ST 85 s & got At

48.

et & 9t 3 e g g |

49,

SfJe e H38Y feg fa g9 wreHt wust AaHdar |
WEHD oH 3 Id Agd3 T WoHT U

50.

WHE wH JI% IF fg ures for fassf § <3 O
&% UFd, THIM < UFee w3 fost € s9ug
Hoer St |
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Intelligibility Test - Articles

S.No.

Sentence

TS ( Anemia ) © Id& wWa3t 9
X JJE T HG & a9e’ , AdId ff9 3UHS
St , 3o fRofdgss |, fes o da-
o , 3% 3 Jash f[Fg $3us I9

B39 Ifds T g o eae der I |

JOS=AET ( pregnancy ) <= BJ% i3 T
Sied TIT JIJ WSt 3 I3 ATR JT &4t 3 feAd
Jigi93™ 3 = W3 Idcd § IITF THIE |

HHIGT : 150 I@HWIII ©8 , 20 IdH
Haed , 1003@H IS , 10014 . 3 .
3% , I5JTHTBIIS , 3IITHII, 5
JTHEHG , 5ITHWEIS , 5 IJTHZBE
3JITH IS , 5ITHIIHIY , 5ITH
3JEHIAINIT , 3ITH SIS (ST
Ifemr ) | ofenwr s ST e |

WTTHIOH €9 @ - Add WeHadH ©
Tl S 9 a1 A= 3T wfowr T g u§ |

TS T Hid TG AN a9 © &% 83 fiar
eI T ARe 9 ge AT I |

S T Aeg 3 furt I8t &9r 3 HAsE 3 89
IHIE SIe I

e < forer mileg ud! adt gse fe€ |
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e A wWg 3 799 JIaIem I6 RYd3
yged Red iy’ eW3 Usrug 3393 d
g5t $ gogt & v & mifir adt gt 9
Ud 898 ydedt fSg Hf @ ed3dAE T EME
g0 ©f ST 59 af st Ifder frrsH
HIISTE wyE sggt @ & nifemr g fi3am
o I |

oY e WIHHE A JdeT |, fedt Aes3T ©
B UfgsT e I

10.

BT /TGS , HOHT IJH 3 |, ASBI T
A3, fiz T g9ods 3 fise & It vl faar
famr 3

11.

firiod @ 9 64 A T faniaSt AWs € 50

U WI 100 58 IJ6 | THAOH 3 9=

80 fonit T3 Sa3=iar flig T foe Ave wue

Uge'd T 180 3 fier AeAd € &% 0931 3
A3 g3 Uuded eyt © gy f&g Afeowr A
S

12.

g g g gn gu9 3, Add oo & 7o
&t foafgnr 3t ot I TR F98 & AL i3
, fars T fas se A<dr |

13.

Higs% § Sag ue & wes H 3faa s (
Akbar ) &I e AS & o wia=gg & 399

T 83 fSu 90 § w9 yie 24 for Sigss feg
MmrIgg fad S gdtdmd , WMIIfkA S
Sdrde |
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14.| fog A3 dfgs S Ji8T I6 3 Bt & 283 25 I6
A Wit grg Jemi I6 Hags wrdt At 3 |
15.| &2 w3 wgfad feafest S waue 34t 3
gagfRwIadd | for H Fgdt I fanmy
3 g B3 ST sTeTe e w3 ot &dt
IR I , wH 3t fer IH § for 3dd I 9
wr II I W3 Wi F SS9 |
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Intelligibility Test — Official Language Qoutes

Sentence 123 |4
A3 &< It i3 famir 3
YTB3 fotit & wigHg
Irre ufgst & 3+ A gelt 9
€3 Ja WSHI I JI 3 e
HHS &9 Fged i3t 7 gait 9
U39 & fid 598
Ufgst 3 Yo ager Agdt I
widl & 3Jelt 3 HE AT
IIH - Hot &% 3 77 It I
| »fts urfgm 99 fedt I 9
|faSaAse I
| fo% 3t - S gerfonr figmr I

| gAc &g feemar 9

n
Z
© © N o g &M W N PO

=
o

|
|

=
N

[
w

-
SN

| ASlarg &dt 3T 7 AdY

| HHE & 7Y 9% It 9

=
ol
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Intelligibility Test - Blogs

S.No.

Sentence

H wifqar forsd oy fogr I i3 Ao ffa SR A AT
g9 Uger J QRS 1S faar fa feg sge &
g H3H J=9T |

gan , fJer fIgst @ fmrersg usg g f8ue
I I Is |, 3I3 H3T T it S U fogas

Yeds | ge 3 TS 2 99 fidsaa usa 3T
WHEg Jtuge 96 | A USE Jgdde IS

It fa€ &t I= fan sfgn Wirn 3 ufast €37 39

HtmH < &t Ige |

9% 8 § HAr g @At ferr § =9 - T 2T <Y
3t 3H &l 9 Hae 96 | UISHS ©F wiel J |

ffa g AsTr g7, 9 & fIFs g€ gg3 ot
HIfH3 Hage' U B ad I | wiid ferr, frgt
9 AT Scytig3eie Jet fesomdit & 3 | AT
39 feg I8 IIar, mree It ISt fgsmi e

Usdeddl fedfas I A |

feg 3t Ag I, I & a8 Unet § fast S9aEs
Ae J8 FHS &J1 AT |

WY g gfemir fImir Yia Sg3 HI3e Juer J |

g3 3 Bt 3 37T, Argee ! |

ge A 37 R 963t 39 grgeidr |

© o N o

BETBA T wiAg ( Aiecefed ) Te Ade 3F

FISFHE T HI3 IS J

10.

Wit vrfar a9 i3t 9t 9

11.

g g Ased
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12.| f55 31 - Sl serfemr fgmir J

13.| fqur fom 579 R Jitasr 3 fegg a9 |

14.| gt fe 8 T At 3 & Y3t g {9 Afanr &
SECUSERSEESCN

15.| g3 ded dfin o =udt . {89 So91 One fem ug
48 [uer ot
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Appendix C

Test Data Set for Accuracy Test

Accuracy Evaluation:

The evaluators are provided with source text along with translated text. A
highly intelligible output sentence need not be a correct translation of the
source sentence. It is important to check whether the meaning of the source
language sentence is preserved in the translation. This property is called

accuracy.

Scoring:

The scoring is done based on the degree of intelligibility and
comprehensibility. A Four point scale is made in which highest point is
assigned to those sentences that look perfectly alike the target language and
lowest point is assigned to the sentence which is un-understandable and
unacceptable. The scale looks like:

Score 3 : Completely Faithful

Score 2: Fairly faithful: more than 50 % of the original information passes in
the translation.

Score 1: Barely faithful: less than 50 % of the original information passes in
the translation.

Score 0: Completely Unfaithful. Does not make sense.
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Accuracy Test - News

S.No. Hindi Sentence Punjabi Sentence
L Hqag| Rerd 6 @ Hedt | fonge g9 s
UHIR HT FET 6 3P | fogeg § faor fa

Y Fhe & 99T ¥ | Frfag wigsg Hae @
S A IFEITE F | g § 2 A
3R & dI¢ dg I%3 2 Qugs ©
TR & FFAA | oo o yegH @
mm@mﬁsﬂ# T
ma:ww g feme a3t @
yJsus 83 fimrs
Tedr |
2. | arfierest| 3RS dt | efifgres | wHIS
% T T & AT | S5 @ ASIA SAC ©
MBS 31T & I &3 witgerg v It
famrr |
3. | foeT Sl 1 ol A o dat $ UFt & 87
HEIHAT &, 37¢ Il | I, §o'd e gTge
o & faU 85 T | 38t 8 oo IT T A
&I §AY f&r I gl ﬁ?ﬁ;,rm
4. | dot B TE AT 39N | T S g uFe
s @ Ao e | fonmd 3 Haga
graf| ggeret J=4t |
5. | rOFINAT T Fgar § | i T afger I
fr e Rufa & 3 wroed o%3 K9
guR & fow Asgd A9 B8 HAgS Sfddr
dfeher & &I & ST g I |
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6. |sg ¢¥c O gt & | fom 2re 3 fona feT
T HAT diledm fp IR | forg I9AT ug3ar fa 79
d% FASIR 7@ Bl g9 HAT &I Is |

7.\ g §f AR dhr FH | &S I IHng SF K9
it gUR fRar ST dhcl | & gog 137 7 AdeT 3
gl |

8. | fawma dfed #1 smpErs | feson Us3 € ngedt
drell & @ &gl T a8 | =5t fidt & fagr fa €9
5.5 3Rd 3R AfARF | 5. 5 ngy 384 fogrer
el e & fore Ut gere s s
Ufecleh TS 3THY ST ;aﬂéﬁmerew
are e <gredit |

9. |7gIh| AN WX | fsQurga | wiHtel
SeIR §gEafdar g g A9 §
e & 819 9€ U | fygree e mm He 9P |

10.) 3%, geeafdar & gug, S99 g TIw
IR §¢ gl & dG gT dT T g™ AJag
WHR o 97T §b1 & | S S 2 ASIH
Tl ¢FC & kol 2He © 3 U3 i3
aifve fore foreres fAsT S 3= ©F ©
HTlSeh 2T & 10 G 10 ypivs S § v
Sl I Y FAT & a@ﬁaéréav?ﬁﬁr
foT 3R Fhdr ThiAd .

BN fociat ISt u=d |

11.| gwor el &F dreitedfia &7

HAGHAT & TG
HSHhIS 0T fGu &

Ide It & WiEist3
g HABHG™ @ fuge
IFFG IHE 3 AS
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12.

SH ATHC & UepIer H
3Tl & e AT 3TANT
& fadyr W gwor el
& QP TH3MSAR gof

ey 2y 9
g © gME I
dfHrs € fagen €3
IJe It < fuse

g o SEnrEhg Tar I8 A

13 yger & ol a¥ Il | Ufost It R3 As Tt
a¥y 2004-05 & g o S 2004 - 05 &9 dvg
TSI TGN 1 2831.82 | & I AIad § 2831 .
HUS AT Hr IR 82 397 gUE & I

14. gur & fav Ped gamg | mr 38 fugd d9t K9
H S 32H @ HUlT | {431 32 f&5 wrust 15
15 el & S dhr Hiet § gogT o gE3t
Al &, 517 @ J, e fed 9=
ST TN Gotet W | i s et & o9
BT RSN O FedT | oo o oo Ao
AT S| e |

15.| 37gle HISTAT AT | G5'S I SIS
SH g & 9O o ¢ | or 39 = fanwrs &t
&I Forg & 38F WY | 9% & Ay f S |
& g Ied F AN | e 5w o HoE T
Sl H AR & ST x feon S fivg
FTel & H1 A T IS B AH IS TS
ol T Her fag gfamr |
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16. E o &hgl, "HeTAIG IS S fIar, “Hends
i eAR guesa €, a1 | ity 73 Yoozt 9
e & o gueEd £ | gomie v @

17.| rger el aF ReT & Igs Tt 2 fes @ O
téjlld IR R ST | yg €3 IrAes K9
. IJ5 .

18.| 37+ Tehe &1 gad WIE Adc T o5
Solel T §THdT 3Thal BT T AHIE wige
drel 39 ¢&C H HARST | =3 fum re &9
% 1093 §F 9eA Fhel | wpdiar @ 10 T3 S
ol gSeH o I8 |

19.| elt fr 39 Uged ¥ 39 | AUt T oA ufas 3
HfARD TR qE I | §AG I3 AT
T TR FfAsfaal @l | morfesr 7 Agara)
AT P F IRAfAdT | g & 753 1
fp R 39T Il g feg ulfgeais3
YR d¢ H Acg 3 st wgs Ut
el Wgrg 28T €9 Hee

13t |

20.| 3egiat gl o ToTeT gRT | €676 foar fa It
3 YA HLT S0 S | gorgT foAg Forel Her
& dl ATl geg AE © §MT
HeHIGsT TR 3 HAgS &9 Henge
IRATg e FI fegrar ﬂG&’H{IE@G?‘JE'TaHE
W T feder ag IAt I |

Language in India www.languageinindia.com
10 : 10 October 2010
Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral

Dissertation

922



21.| dreent & HAT, IIESC USRI ER=Cl
"CISH 100 THEHIOT H ofar 100 AAdIE <9
§H 31 AN T ATH A | wit G5 et & &H
¢ St gaAT gievar fée g5 7 St g g
a8 SI1ET I A g3 famrer ygrfes

22.| AIEER JAATH STad | AITACT i3S9 556
o Fel I Faufasw | & 98 WU Ffersd
aifica &1 AdTe A & | ggg o gagr ags @
Y & AU WA | s F wge Areae
i & o s S94 © < gyt JAIT
ferdlig fova Ciedll

23.| ggeh 3AaT 39 HegHAT | fore fowrer gy
@R dreel o 8 HH3S peEg 58 &
ST W F5 APBA | & fiegsde €3 ot
ST I E Jofes o= 0 3 |

24. grol &7 & ofdr FAAYRX | IS JI (€9 B3 Halmad
o HYY HSRH H & HOd g3gag ©F
uifde g ReE FT | gofig 53 f5ags
. SiEH

25.| fgarer S, o1 a@r @ér g | fona A | 918 373
olfchel &l & &4 & dI¢ | J BfSs Ian 2 I8 ©
3Tl ST T o EME FTG &1 SareT

gl T 39T ERT &
¥T H TAIPR AT AST
Aol g

f Tgnast T 39¢ di9

T gy <o AEidg g

B HHSS J=dT .
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26.| 35gieY 3 et gaTd | @o'es & BareT It Ko
H Sftd & gar R Bl | fisweedsd |

27.| heH TAHSTA fe®H ABHITaT
fAfORATR fr are fHigwSfeg € g%
FATPR TSIAT I N | g@rarg gelier wEl o)
yieg & 9% § Yo I I 3

28.| & =@ qRaR & Moo | A A uses § U=l
9 Aol § AT g, | DA I AT I,
ThI 95 G AT | I 593 Aole et
g, ar UHr glehd el 3, §g vifat I9e3
ARl HYIM S &t ST

29.| e X o W ¥ ISter Y fod Wa &%
ol HAATT Wl el gE Ho'® €3 3T ae
SIS W AEAT AT | S@arat €3 vASt ag
T 37T &g WE |

30.| yehaR T AT o 3 | HIIT'S § Tt ©
& AT & AR H A% & | whe T &% I Afag
i 3T AT 3EAIE TS | g AT @ S wlE
ST TET T i Baret 7 IR 7 |

3l.| gTer H AlgAC A g‘é I8 &g Hove Rg Ja
=g FRAS H 18 2rt rgee &9 18
AT AR T & gIHUE HS I8 7e

32.| sikaee ¢ & ufFeas | s Rar I
¥ oRET #F PR A | s @ uRfos
Rod Fo gval § 9T | 9 559 T fusd I
% dra VT WO G | gy gaide @

3
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33.| sTaTATETG, | UTIfohedlel & | fTASTHE |
e FA @AW AfF A | ufarzs © 9o W3S
AHAGR FF FeT F ST | s Hiss 3 FHeg
% AT IFRARR &9 H | & iy iy 2 @ 99
TR I |y g g O
HIFMA H AT 700 | oy o 23 2 mifors
AFTET ST A o et 700 rfiseres
mﬁww%aﬂ? AP —
gl 3TafRAT T WieAT = L
Y e agt e a0 O S T S
ST T Y3 JE 39 88
SH argeE At IIat
|
34,

@ HA A FET T TG

J@ H3dt & faar 9 feg

W & & v T qliem | yI o0 38 &g udtfmr
gl Sl

35.| grfeRedreT & draATadr Ufarss 8 Aredst
gollel # AT gA | fagrai &9 fiArdls
B w8 I v |y e g asm3
qifehedlel AT W e 38 UfaAss
HRIT T TET & It 3 RrsaH

BIrger fgar I

36.| germeTEEY & ST Fr yoaH3dt © favrs &

HTSTAT oF 8t 3Telraar | IHur & S widge St

2l ool g & HgrHA
XA g o Fer
QUTIHAT o 9 S IRAT
AT &I g

JI R y=m 2 yms
H3d wradt iy & faar
f& ygaHsdt s ue &
JIfgH gHtss st J |
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37.| gurerES ¥ e YOeH3dl © Aga]
I W §S IE STadid | w9 3 I fog dig=r3
SH A H HAgcdqUl & | o Wi g
for ATNEE Adr o HI3=YTE I I HEe=t
HRT W AU & e | 3or 3 g9z 3 3us @
A H TGS T wega 1S i
IRT [T 41 f5a E’T’EE"T—TT: o fosaH
d1¢ H 358l godhl Hhia S S
T Ty Fr A ﬁg@maa—;aasé

3T A3 A |

38. Wﬁzoozﬁgtr IHI3 &g 2002 <9
ol & HT AHl A J¢ Sah ¥ I
aidfeeT ars & 3MUN | yoqdr g 53
TR BT ¢h eTeld Heedt @ worg €3
NST FA & FAAPE | g I WETBI IS
F IS & HEA R g9t 2 guUIdH dae @
HATSTIT & g Tidfehar & Mﬁéé’ﬂ%@?wx
¢ fir yferamr R 3 |

39.| Flgw QuMT & A | HAH eI S WigHs ©
& PR H AT d | A9LG K9 Hors o
ATETAT STRLT AST X F | wrorey Hig dgr 29 3
gt A IMAH TS T | g5 & Heg Az 3 |

40.| fFar fT T gaw A | e & 5o As3 At
ghfell It H § T IS ugst &g g
afRrHr erhfeat i d8 | Yen oo wiegadiar
gl D3II |

41.| FreTgTel 33 $r SRd

el

[CBIS 3I& T AgI3

&t
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42.

3o 3R dIEC &
et & =g &1
garg dge Udedh &l

8o © M3 ufee ©
fefonrgg g T
Hee SdT I39d faor |

43.| gfexr anelr T 7H féegr ot Iraed]
fufaarerT g9 & W goledfidr [
oMl & 3ol AT W | g | @ fefenrgsmt
TR §& gl &t dr 5@%51}@”31@
R e S @ B |y i 0 o
Afegr fHse AT I3t I |
44. el o ST IR Well | UA & FUITSE Ut 89St
45. 5w g W dgoE | feRe SE Afgs
S FT AT IR I & | ITBAg M <©F 531
T #HAee W AT dfehed | g sarE = es
I 3OS T T T | yg e s G
SEd fammer 9T & 5= A
|
46.| TSTEUT T YRAHTT dge | THHES T TS
e W 3R & S gJ< Ha'g IIt w3 i
GaId H 3T & dlG g T ffgwge =
394 T Fooldlol 9T | gme 07 773 S35
e R T T | wer fede el 950
gT |
47.| T Jsfea dRTaIRIT | AFg S3fics
® IR R May 08, | Sitmasfing § f3nwrg

06:45 pm

g3 May 08, 06 : 45
pm
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48.| AigeT IWETT 313 d& IS I9rs gE 39 H3T
T el @il 91T & &It 9% yrfemr I I9
IR 9 & g8 T | gy g 733 I8
T W AES UF J |

49. a1 M @ Sod T4 & |G HTUHTGE ©
SIaelg Al & WY 2-2 | Fege 6 TEB2-2
d 3T Woldl & 916 IRd | I 39793 S g
HITTAN FI TRA FT | g3z 1iamsers § imwr
BTRT & TAPRAS B | oy greft e A ees
als ¥ STEY & < 27 ¥ 5 I famr
WWW e &8 i3y
Il T 34T E&dtg Y o dr @ QR
T & Bz & ga ga 3 fomr

I

S0.| grIaafas &9 & Adedied 933 ©
SIS S oF oY WESEMre 59 & &
THST W oFTeT & 3T | gt §3 o eaf
¥ UF BRCT d T & | wigr 3 fify St 3
el T W 2AT H I |y ¥ g | o5
gl Tat 21 18 3 g 2
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Accuracy Test - Literature

S.No. Hindi Sentence Punjabi Sentence

1. | 3¢R g3t @8 991 o e | Aad 3% 89 9 adt
dl GeER SR ®9 o 1S 3 yeggeg ¥ud gy
AT, T Gl R WO | a5ft age7, =g 5t ua

2. | g FIAT F AT ferel 5o & wigmirs
SforT T g o7 R U | =Sfgar § Ha gy a9 B
Sl & fer @ B I> frg fasT Sier 3 |

3. | gedT T THYT AT, AT | AH T A A, fsars
Bd W IJATIHR Hhell 81 | &3 Ug Ao foasr g9t
3T T AR JT A | v it I I3
§ T T &3 I I |

4. | - o e Hg O | fogHsT - & @TTHIG Ie
Sgl-c ST, # o SrSe| gfaar - I+, Aadt

"4l |

5 | # g f@ gr &1 | O Regs fF R A
FET-HIET I 3 T | St - ST Jetg wr
oAy da Fr efrder #Aeq IS E | 93 S HES
AR el TET <A Yie Mg T ot A |

6. | I Pga FeAT FAX & | fog Ifgd It IHI
aTeY feher a5 © 599 f5as I |

7. | HAMST A ST A I | Y 3T 3Fe I9E I
IR AT gR & diwe | w3 fagHsT g &t
W @I qra B - Jue Ug b3t 7Y It A
It - RS |

8. HY - ¢ W {9 §9°

are- HIr 3T SIS
ST, JFRT &R gl g2

, ITFTUI 8 I ?
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T o Aeer & AR
FI ° o & OT deR
AT

&g fos foarHs™ &
frmrary & Wit fgwrge
S g g S |

10 -3 & el ot 9 | W - g5 5 95 | Ju
a9 & Alc AT A | AU LSS &d 33
2 S 2

11| ar &% an &1 3R o | ARSI TBI I
STXUT STl ATE 8172 TgE ST gge J ?

12.| 3g o7 ¥ @ &1 @1- | 67 fos 3 fogns T Ja1
&IT FGelel odT| - 291 T8 ST |

13.| &/ 3 HaHa IS dt fast & AOHT det
Ao 9T B T@T 87 dHs I I faar 3 2

14, Jeyar- ar & 5[5 Hedl [SIHST - ?ﬂ@aﬁlﬁ
g? It ?

15. 39X 5% H IR-AR Se9HI § T - T
glgrar wXc g1 Widel 7 | Bxfwr gt I | W3
g AN ATE A FS | 1 J ot | st W I I3
T & A 39 s & 3 |

16.| gretetry @l O 39 TT | TEoE § widdt §3H
d T el HT A Meh | AT S &N B ©
B3| STo—IR, & SIH FT | wifzniz Agr Ifeewr |

Hﬂmélwmﬁw

A5 SATEAT o gEM?

SB—wg, HAHT
W gt | of g feg
It fefomirs &t I=ar ?
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17.| grefer ar Ig Sradd To&Y 3t fog Jisg3
HIh YT HPTA I AT | IIS WUE HIG § I
EU 3R AR 3 IHW | I w3 wiiz Ife
H, T I dF qIET TS | gx3 g, SR 9
| oY H3 39 |

18.| 3ot o, 59 IFRT & | A R, R IR
3AE 39 S AN €H3 W fege A
fd o 38 T=d ol @ | 3 e GRn Fe el
3! WASIH 39 A9 | @ FHwd 69 &9
g Wl )

19.| STeT SElETE AR & | T HEIAE WiZ
a9 & gral H AR gfe gy LA Y
& 9gd 65 W T Al | e Rz TwT &1
gl H TSh-aISah & sTTg S 3 993 3% & &t
T ST g g oA | 2y RS - gt
al 2 fonrg € drErs Ut 3

et A |

20| quit o 3 & W ot | emi s wER A As
HT 9B U gT oA, WA | A3 § §R § I T
% g9 GO $has 3R , P fo3T Ay
AT F BT A N | ge3 w3 gos @ &
AT AR SR 35 T | i g arfanr | e
e, 79 RS | e o 3w mowe
gorar <l AE e e fo5 |
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21| fAeeT eAT—(#HBT W g1y | fHAcT HoH— (Y8 ug
HIhY) dg el TR ol | g5 394 ) @9 3 usg
g o 3ma aer gore fnrfimyr g f 37 B
WEH S| Hea eFeTJc Afedl |

22. gemar Ig 1o AT # |y g T wnEae §
TG A TG g &A1 | ¥ 3 HI9T Ivrg gumr
fAem A selvmme @ | fifgnr | yort
el INE FoIR fear S sedhyAe & oo srat
3ol 3FAE H §gd STCl g9 i 3 O & G0
i 3 5g3 famrer A |

23.| qTH—(FERIRT) 9| W | IH— (YRS ) TY |
3 IS FE ¢l i & 38 afder 3 |

24.| 319eT el &1 IR=y 3@l | WUE fes T A ufgge
T feo ot fen &6 a1q | 88 6 fos R fufgnr
IR ATd F7FT R | g =g wififz It fowz
aﬁmlaﬂ?ﬁa_{ﬁﬁ HH U9 &IF wrg | Q,_:ﬁ
dg Jelh! TE q@clr T RIIIFEIGT
FIR S TE I WA | o o 5t g
AT T go g aodiwe de

o .
e & 2 g | S o 3Y e o
9T 3 3R 31T%I°Ei'€ —— 23t fowrgssT 3 23t
FT ST @ TE, R IF e ug Wt w3
5 I It , fog wieg wrat w3
HE H'Id 8 e |
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25.| IHREA—EA STl q) | WETE— (S AT 3

dg 89 HgR M AR g1 | ) BI 73 ST NS dad
I

26. Wo_a-@mm I wnﬁo—éagsaé'
ST &1 # A 95 Sed! | fgmig e S | WS
WW{' gI3 A&<! HoT fgar I |

27| 3% gAY FI3 3R ad | A 393 3 a8 we-gfe3
oTel =gl 3% &t grder |

8. F RTAR/MR R A |G € AT 3 fead ug
I H fASTR F ARl | A v § fogreg a9
gl Al It |

29.| foee—¢ At =igt 1Tl | fg—_ fag ot famr |

30. e ReAT & darE EEASOUCRIEY S
siearsar 3R o o qUt | Wigderes wife & @
& SAE-geAd W -8 | e @ ggw - 9Tt ug
el oIs fear & - IIICT IFH &3

f&3m At |

31| 3w 3 & gA T Ere wrige Jt g i3
s ger & S| fa Stz ger it 72 |

32 qmdy & Aty R a1g qUiT | fewrg 2 38 fes smie
& g5 N & o IRT A | =i 2351 I A
HTHT 3HF T dg wig3 & W Gre g g
formrer e fogrer i3 |

Language in India www.languageinindia.com
10 : 10 October 2010
Vishal Goyal, Ph.D.

Development of a Hindi to Punjabi Machine Translation System - A Doctoral

Dissertation

933



33.| gFAA—alrly Fg A § | IHS Jud— T I IS
fR3TST gAY FIHA o BIT | fH ffsdd X &dl &3
¢8l dl TC 9IgY I & | @9t It ore g9d 99 9%
SieT| A
fix fiees ATl e ©
9IS Sat v 3% It
il
34.| wF et gormer garw & | e oo gAIdt genT @
e 98 9@ o1 W | fAgas 531ty 33 It
AT =1l
35.| g 618, v fo ;e | ySU - 3T, R fes
8 Saar el A &I T
36.| AT Mg fr M-S | & WS & et - fifst
I 3T W L Htg o IR 3 |
37.| dachr-H at Rt g g1 | oo gme - A 37 fae
TS JFERT et o I3 B wiA 3T3 fUier
oI &t 2t |
38.| IS & &gl “3rTeST &Td I S fggr “gaft I I |
N ”
39| et et diax W giear | 55 s g ug gt
fohy @@t ag| feg €8 udst |
40.| & O o] T AE | foAsSt IE 9t | e
3YY ST @7 ATl HAGg €09 w7 f9gr 7t |
4L 3 Y SAS T Ao | Ao WU Aedl 3 s
93 JHe §U 3R 3ol | <3 YA I w3 G5
38 T9T IS A W W | @R <3 It 39 I wa
H @l &g Jfmr |
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42.| JaTaT & Tg o avel &1 | Sarer I fog T B I
Ig EHH Qe =Tet | fog g w=rgE &t
T, ST I ART gder, fersd feg Ao
AeF I T & FIH &9 fgar I |

43.| qeT HH 5T 4T I+ AY 3 3I famr |

44.| 9Taclr T AT 3T 93, AR | ISt § ST arer
3oglel e F ATl B | w3 ST S Hag 3
foh ST o1 91, 9 Felell | yomwr S fa e @ =2
& O & & a1 & g9 ot § feg 3

fersdt g7 el |

45. & # Th §Ed 93 AT gn o fg g3 <3
gU &, 5a+ 95 fob arly Sug I T, 5B
gt 3% S ¥ At g @otd et

JI

46. Tdlieg ST T Tk w31 &1 | IeI oI ©f Ra ISt
G ot arely T B It 7irg R T IgaT I |

47.| gaed el A7 3R 3T | ©E3 TS famr w3
feoT S ag dler af 3T% | weR fes A< 8T ugfsmr
g H 3o INSTAAT 3t gRe Iy &9 G
& s & et A

48.| eHT # HH F Thdem | et § 3t 3 Sl Hg
Ag I gl derd

49.| gt & Add Jg & g7 | Sfde e H3sy feg i
3EHT YT &TH AT & II WreHt WrUEr AHdET
ITER HH A IR T WEHD SH &9 I9

JT&T & 3TAR Y

TgI3 T WgH'I Ue
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50.| g7 3mem A ¢ & grew | WA WH gIe IF fa usd
goT qEehl @l 93 I ¥ | oA fa3=r § 3 9=
I&, gE AT GeA IR | 5wy, gHIM S

SeTeRT ST IS ofe | yzee w3 fog T I9ug
HEe S |
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Accuracy Test - Articles

S.No. Hindi Sentence Punjabi Sentence
1. | vofif&ar (Anemia) & $ROT | E&THMT (- Anemia )
AR # U, 354 T 996 g3 g g
S N WS @ A TH |, Gow dor J9 @ e
3TeAT, TH A AT AT o | f¥g Fag wrsr CF@H
T, SRR & AHT F | ggz o 1o a9t ag=r
ol et 7 N, R | prgg g 3nprs & ot
A AT Usehed, 9T | oo fig fugsE
Jerar @ gAferdl & ds19eT A e
T AR T A B A BT S
338le , His feg Tae
A ¢ g gl . .
, 3B W3 gaEM g
&3S Jd BAr3d IidE
T fig ffg Tae der J
|
2. | TeATEEAT (pregnancy) & | IIFFEHET  (
SRIel 9 & g &¢ 3R | pregnancy ) = 29&
AT & Th G gl ol fes f<g Stieg ege w3
ar 38 9THRAT  of AW | 0 ¥ gu3 5o = =&t
ST I dcohlel ScTT| 3 fons dieigs I 52
W3 Icd § 33T
THIE |
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3. | g f:150 ITH RET =T, | ;AT ¢ 150 99TH

20 ITH HTFeAT, 100 ITH [
’ [ WIIT TS , 20 II9H
100 f&. 1. &, 15 I™

T, 3w &, 5 amy | B9ed L 100 I9H IS
AT, 5 UTH 1EF, 5 9|, 100fH . Bd . 3%

, 15 JIgH THBIIST
FATET, 3 AT ATfe (| 3 I9H T, 5 ITH
o), g A T g2 | | S |, 5 ITH wEdR
, 5 ITHBE , 3
JIdH I8l , 53J9H
IIHgT , 590 ,
3ITHIINIIT , 3
JIH IS ( Sfr
Jfemr ), ofewr
g ISt Iie |

4. | TFERH & GRT-30R WEHsdH € T4
S & GET HUST H | Add WiieAdSH  © Tl
ol ST ol AT A | quI g ST A 3¢
gilel 3Tel | wifeorr T A8 U |

5 | grger Fr IR g0 THT | TS ©f HId 96T A
Y & TTY AT T AHF | Hagd @ &8 B3 faar
Ao ¥ O &1 w@g BE BB Sdlg e

IR F& S el ARE TSR AT S |
6. | g ¢ SR W R gy | AT © Aed 3 furt gs<h
o Y AT T I B 3 HASS 3 €9
THFA T & | THIE B9 D |
7. | ol ot zaeT U @rel | R & fore mied HEt
T Telt &l & gBE fe€ |
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3ToTehel ST ATy
SAlhIRT el § AT
S1ET §AY oY ¥ S}
faareh 8 @ aRart &
a7 [T & Aar fAdar =)
W Ed & 3¢ godi Hr
¢EeTel dh AT Tl
Bl § o] TFd IRant

SIIIHT TEMT IS
foAsE frmier AT w3 3
gI9 Jgemit I&
Agea3 ydeat oA
fAsm TH3 Uz wa 3
JI3IES § JuT

A % E o & TS T AT adt
HI$ A Tl sHTAT
SR 3 el § T T 00 SHES
T 7 ST A e I &t Ifder
forser Higs=r wue
gogr © & wirfawr g
fizAH Iast 9 |
9. | 3=t Shaet 3327 F g Fies gefimi &
ST 3R 38 918 e & | Foe w3 GRS yu3
[CICIR IENCIR ECLRCCIEE]
TGeTT, FET ABeAdT AT 3 | wrgidge Juer |
ugell HEH ¢ | et AemsT e <
ufgsr gerd I |
10.| 37eh ST HITATT A, AT TS T[S T

F AR W, IT® T gAY
¥, us &1 sgvs 4 A
T &1 AT gl I-T &

HEH T Ig 3 |, ASS3
TAg3 , fige
SI9Hz 3 g § It var
faar famr 3
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11.

fASIRA & T 64 a¥fg
=afer ST & 50 afa=r
3R 100 5= &1 A&
8 oTaTsTT 80 fahedl ¥
ShdTeT g HT THAarEr
ST 379« 9RaR & 180
 31fs geEar & Ay
gedl W Fed 93 IRar
& ARGAT & 3T A ST
1T B

fiiaH 28964 AS
T fongst Aus < 50
YIS 03 100 S8 I8
| fi9r 3 9841 80
fondt g9 3= fils T
fser i Aus WUE Uged
T 180 3 frmier ATAY
T &% U331 3 A3 83
yded o Hdl @9y

g Afenr Aer |

12.| = FreT a=471 gAY T s 8¢ gguT gn g9
A, Wm@ﬁq 3, Asd fes § Ban
&l fadfgnr 3t &t Jar
T A~ ﬁ:mlq o, TH 599 & Aoy &g
"t et @
" fard T &% =5 A<dr
|
13.| fizaer &1 qHEE @ A

sreq At AfRT sEee
(Akbar) T &Td ¥ THF faT
AT 7 THTE b @ F TG
F OATH GTd d@HL Fal
A T <@ T el G
HIST B, T TH TH A Aal
T |

Higs% § Sgg ue ©F

ne3 H s waEd  (
Akbar ) &It He AS
& fos wasg & 99
SICEACEK R-RIIS)
ye 2ud fdgr Sidgs
fag 2femr S99 o= <
gtoHd , IW3T
A adtue |
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14.

A9 Fgd T aTd 8 o 39

T BT 95 &
SEEICI IR RICER
AT E 1

fog 73 Sfge S Jist

Isfa s =23 Io
I

Agas W At d |

15.

U T el e %
IS AT F T T o7 T
21 78 F forg 7= € B e
oft sroe Sft & T e
AT AL T AT T, Tw A
TH FH B0 THY T F F
9T T & S THAT E R

&< W3 Wgfed fFafes
e W3YE 36 3 99
fgwaad | fon
e Tgat I fa vy &
WE S feg Fege
g w3 fodt &t I
33, WA SeAIH S
for 33 3 Ige wr 39
I 3 widgr & 4t |
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Accuracy Test — Official Language Quotes

S.No. | Hindi Sentence Punjabi Sentence 0

1. | gfera sfie = Atz & I i3 famr 3
fear amr &

2. |yafad TdAr & | YIB3 fouH € wighg
HTER

3. | gTadT Yger & el | IHIE Ufgs™ It S+ A gait
ST T B 3

4. | FW T TR €3 Ja WgAd It
FRAS FHr ST Cic| i

5. | AFS H FRAB HHS &g gt aist 7
I ST T gt I

6. | g3 &I T U39 <t B9 598
EIGICIE]

7. | vger & yeY e | UfIst 3 ySu 9T Agat 9
TR &

8. | e Y yarfa & | Wiat < 3Tl I HE II€
3T T

O. | g &Y S5 | AI9H - HO &% Sl A
ST I & I3

10.| arrer @RS X | it wfgd a9 ISt 18t I
CUKIER S

11| Fgidae gna g | a8 3aFsed

12.] f§or Té-ger s | s 3 - Sia gerfowr
I F famr 3

13.| goic # cugeyr § | =5rc 9 feenagr I

14| &R A8 frar | AT &t 3T A7 A
ST FehaT

15.| AHer & ST I | HHS ©F 7Y 9% It 9
W® e
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Accuracy Test - Blogs

S.No. Hindi Sentence

Punjabi Sentence

L & var safav fow @1 g
foh A T ared ST AT
ST UGl & 30T HH
&gl T Ig RS &I
TP T G

A nifqar forss fou
fgor of fa Ao Ba A3
H AT §89 ugeT I
gre A faor fx fog
&'IE T 8qfaTd °3H
J=ar

2. | qrorer, ey gt &
SIGIR UTos s foraa
drel &7 g 39 & &r
Foft & dTah Therglel A
g | 33 g fRedr & IR
fIgHR dresh 3R
3EER & Ygd &l 99
ures s oY gf fhaa &
Ft o g Tl ggd
3eold § Ugel BIST g

aregsd Y T8 aed|

Jgan, fJ<t fdahi @
fre3g use s
By @8 Jtas |, 393
33 < Qe 8 ued
fesos e as | Te
35 fder < di9 idsag
USe II3 WHET It
Uge I5 | =R U
It JdT |, fHds A fa€
&t JT fIn =fam wiaH
3 Ufgs 83 I9
HmH & &Jf Irde

3. |$@ oWl HI HST IHTAT
3T AT & TR-9) et
H ar 39 7 T oha !
3fcafs fr wadaar g

ecs Rg 3t g dt a9
HIS I& | UISTHS T
WAl J |
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Stgl ek # T §, Ry
& fag 3l sgd & WfAa

&t S fds ge g3 ot

fawat o fod o ® El | A3 Heet ug e A
o favg, Sad s | g9 Wi femr
Jc TAPIBT T P fiest 9 7 e
Feereredy e &1 9 YuissTeie! dd feggmdt
womammm e | U
fasfad & a5 wm e o
fJ<t fdomi® T Uaaegdr
feafis I A |
T TE R fr s fogsAed, G
el A T SFarss e UAe & et
STl IS FHST gl Hehcll| Qaw@svwéé@ﬁ?m
&It AT |
T gRT 3317 =T 947 2T gfamir famyr

Igd Fgcd TGl gl

YAS §g3 HJ3T Juer I
|

Sgd W forn & 3, 593 i ffimr 3 3H,
|rarel! RN

39 & 39Y U Fde | gE A 308 R ot
AT TTEI | SI= IIST |

IR RBecy dAuT 31T Had &t w3 I9
HRAT I3 o ol ' | grgsigae o i
If¢TT THEC TANATAH I | =i A Do BIHA
HR(AFCAN) &1 & | o wigrg ( Fraefeg )
dr SR STt ST AdE 3 I3 IHT
T Fgd ST g T EII IS J |
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10.| 3rfrer @ifter X & o€ & | vt urfad a9 &3t ardt
3
11./ 5t d |@%1a & A 3aAse I
12| foor TE-T8Y oo 2 § | % 3 - S g
famr 3
13. Twsﬁaﬁﬁmﬂw W@HSTQ]%H
& faar =l JistasT 3 fegg a3 |
14.) 319 S A9 FT gAY 3 A< 83 T At I
HIYT & 9id SR f§ @9 | @ Y3t fimrg fg Arfanr &
3caTed TWCT &, @3 fas Juer J.
15, a5 geX W & v | =593 Hes afiw Bdt
W el forgdr g. o ug o fauer It .
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